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Abstract: With the integration of clean energy and new power electronic devices into the power grid,
the superposition of harmonic sources has become increasingly apparent and common. There is an
urgent need to effectively identify composite harmonic sources in the new energy grid. This article
proposes a multi-label composite harmonic source classification method that integrates knowledge
representation with the transformer model. First, triplets from harmonic monitoring data are extracted
and TransR models are used to train time-frequency feature representation vectors. Then, the
transformer model is trained to learn the data features of different harmonic sources. Finally, based
on the multi-label classification method, composite harmonic sources are identified. This article
integrates the semantic information of time-frequency features into the data samples, increasing
the interpretability of the model while expanding the inter-class features, which is conducive to the
classification and recognition of the model. Compared with other deep learning recognition methods,
verification based on simulation data and measured data shows that this method has low training
complexity and higher recognition accuracy.

Keywords: transformer; multi-label classification; TransR; composite harmonic sources

1. Introduction

With the integration of large-scale clean energy and new power electronic devices,
the power grid presents randomness and volatility. In addition, there are more diverse
types of harmonic sources, and harmonic source recombination is more obvious and
common [1-3]. The problem of harmonic pollution is becoming increasingly serious, and
identifying harmonic pollution sources is an important prerequisite for promoting the
effective implementation of harmonic reward and punishment mechanisms and harmonic
governance [4]. Therefore, identifying the types of composite harmonic sources in the new
power system is of great significance.

Traditional harmonic source identification methods are mainly divided into four
categories, as shown in Table 1, which are the harmonic power method [5], the harmonic
impedance method [6], signal processing technology [7-9], and mathematical statistics
methods [10]. The harmonic power method is more inclined to qualitatively determine
whether there is a harmonic source in the power grid or to analyze whether the harmonic
source is a system measurement or a user-side resource. The harmonic impedance method
requires accurate harmonic impedance information, which is not easy to collect in actual
power systems. To improve the shortcomings of these methods, some scholars have
combined signal processing technology and mathematical statistics methods to achieve
harmonic source identification. References [7-9] classify harmonic sources based on wavelet
transform, S-transform, and independent component analysis, respectively. These methods
can handle nonlinear and time-varying signals but are sensitive to noise and parameters.
Reference [10] uses a mathematical method to identify data from different harmonic sources
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by establishing a load equivalence model. This method can fit kinds of data well, yet it is
difficult to solve the nonlinear relationship and has poor linear generalization.

Table 1. Traditional harmonic source identification method.

Reference Method Advantage Shortcoming
Prefer to qualitatively explore
. . whether there are harmonic sources
5 . . . T
[5] Harmonic Power Method Simple and easy to operate in the grid or on which side of the
directional analysis.
[6] Harmonic Impedance Method Able to cogsu.:ler the impedance quulres accu.rate harr.nomc
characteristics of the system. impedance information.
Can handle nonlinear and Sensitive to noise and interference
[7-9] Signal Processing Tech time-varying signals, suitable for ’

. - more sensitive to parameter selection.
real-time applications.

[10]

Mathematical Statistics

Strict assumptions about data
distribution and may not be able to
handle nonlinear relationships.

Provides rigorous analysis and
inference of data.

However, neither of the above methods can identify the specific type of harmonic
source. In addition, these research ideas have the following problems:

1. The factors that generate harmonics in the new power system are complex. It is
more difficult to grasp the harmonic generation mechanism and construct a harmonic
source identification model comprehensively and accurately, and it is less practical
and adaptable.

2. The method based on mechanism analysis does not make full use of the massive data
generated by intelligent monitoring equipment in the era of big data, and the fitting
results cannot reflect all the information of the harmonic source [11].

3. Some data are not easy to obtain, e.g., harmonic impedance, harmonic phase angle,
and topology cannot be directly obtained from the monitoring device.

To sum up, the traditional harmonic source mechanism method is limited to apply.
Nevertheless, machine learning models can break down the barriers of electrical mecha-
nisms and compensate for the shortcomings of mechanical methods. Machine learning
models are superior to traditional methods in harmonic analysis [12], especially when
operating condition changes. For example, reference [13] used the improved Fourier and
artificial neural network to extract the amplitude and frequency characteristics of harmonic
signals and realized the classification and identification of multi-harmonic sources by
constructing a random forest model. Reference [14] extracted the relationship between
the spectrum data of harmonic voltage and current based on the neural network model.
Based on the derived dynamic parameter model, harmonic sources can be identified. Ref-
erence [15] fused random forest and long short-term memory (LSTM) models to extract
features from harmonic time series data. Thus, machine learning models can successfully
identify harmonic sources in high precision, which brings significant advantages to the
research field.

However, with the development of smart grids, the harmonic monitoring data ob-
tained at a certain monitoring point are often the result of the joint action of multiple
harmonic sources. This means it is dangerous to ignore the harmonic pollution caused by
convoluted decentralized harmonic sources. The above methods cannot meet the practical
needs to classify or identify the single source [3]. Therefore, it is of great theoretical value
and practical significance to study the method of identifying composite harmonic sources.

In summary, the existing harmonic source identification methods usually assume that
the harmonic source data contain only a single category. Moreover, these methods are
incomplete in feature extraction and rarely cover both time-domain and frequency-domain
models. For example, references [13,14] only extracted the frequency-domain features of
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harmonic data, while reference [15] only extracted time-domain features. In response to
the above problems, this paper proposes a new harmonic source identification method.
Based on the two dimensions of time and frequency, a multi-label classification model
that integrates TransR knowledge representation and the transformer model is designed,
referred to as TransR-transformer-multi-label (TTM).

The transformer model is a type of deep neural network architecture introduced in the
paper “Attention is All You Need” by Vaswani et al. in 2017 [16]. It is designed for sequence-
to-sequence tasks, such as machine translation, and relies on self-attention mechanisms to
capture dependencies between input and output data [17,18], which can effectively capture
the sequence features of harmonic data from the global scale. Therefore, the transformer
model can simultaneously extract the time-frequency characteristics of harmonic source
data. Applying the transformer model to the harmonic source identification of new power
systems greatly improves the identification accuracy. TransR is a knowledge representation
method used in machine learning [19]. It embeds entities and relationships into a continu-
ous vector space to capture semantic relationships. Since the coupling conditions between
multiple harmonic sources are complex and changeable, the difference in characteristics
between the composite harmonic sources will be reduced after the harmonic data are
superimposed or reduced. Therefore, this paper introduces a knowledge representation
method to expand the inter-class differences of composite harmonic data. The multi-label
classification method has an advantage in solving the problem of composite perturbation
classification [20,21]. The pattern classification is carried out by the multi-label classification
algorithm, which has higher recognition accuracy and generalization ability. This paper
uses a multi-label classification method to decouple composite harmonic source data, which
can accurately identify the components of unknown harmonic sources.

The innovation of the TTM model proposed in this article lies in the characteristic
analysis of harmonic source data from two new perspectives. One is to extract time-
frequency features of harmonic data simultaneously, and the other is to extract semantic
features of harmonic source data and generate knowledge representation vectors for model
training. In addition, identifying the components of composite harmonic source data lays
the foundation for further solving the problems of harmonic traceability and responsibility
division of multiple harmonic sources. Finally, real data and simulated data were used to
verify the high accuracy and strong generalization of the model.

The follow-up outline is as follows:

Section 2: New perspective on harmonic source characteristic analysis. This sec-
tion explores an innovative approach to harmonic source analysis, introducing a fresh
methodology and theoretical framework.

Section 3: Identification method of composite harmonic source based on TTM. This
section introduces the design ideas and overall architecture of the TTM model.

Section 4: Analysis. This section explains how to train the model and analyze the
results on real data.

Section 5: Simulation. This section adds a practical dimension by discussing simu-
lated scenarios and outcomes, validating the proposed identification method in controlled
environments. Simulation results serve to reinforce the reliability and applicability of the
TTM-based approach.

Section 6: Discussion. By synthesizing findings, this section concludes and critically
discusses research implications, contributing to harmonic source characteristic analysis.

Section 7: Conclusions. The last section summarizes the innovations of the method
proposed in this article and emphasizes its contribution to the analysis of harmonic
source characteristics.

2. New Perspective on Harmonic Source Characteristic Analysis

This article proposes a new perspective on harmonic source characteristic analysis.
One is to consider both the time domain and frequency domain dimensions, which can
obtain harmonic characteristics more comprehensively and accurately and achieve accurate
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identification of composite harmonic sources. Another perspective is to introduce knowl-
edge representation methods, extract semantic features of harmonic data and generate
semantic representation vectors, enrich harmonic data features, and increase inter-class
differences of composite harmonic sources.

2.1. Time-Frequency Characteristics of Harmonic Sources

Harmonic pollution is widespread and exists in multiple processes of power genera-
tion, transformation, transmission, distribution, and consumption in the power system. The
frequency-domain characteristics of harmonics generated by different harmonic sources
and their fluctuation trends over time are different. Figure 1 shows the data characteristics
of 2-25th harmonic currents from eight harmonic sources sampled at a certain time, includ-
ing electric vehicle charging station (H;), electric heating load (Hy), electrified railway (Hj3),
wind farm (Hy), photovoltaic (Hs), rail transit (Hg), converter grid side (Hy), and rolling
mill (Hg). The horizontal axis represents the harmonics of the three-phase current data.
The vertical axis represents the content of each harmonic current, that is, the percentage
of harmonics in the effective value of the fundamental current. The larger the ordinate
value, the greater the impact on harmonic generation. From Figure 1, the harmonic current
content of Hs, Hg, Hy, and Hg is high. The 11th harmonic content on the Hs and Hy is the
highest, with Hs around 16% and Hy around 12%. The 5th harmonic current content of Hg
and Hg is the highest, both approximately 10%. It can be concluded from the figure that the
frequency domain characteristics of different harmonic sources in the new power system
are different, so the frequency domain characteristics of each harmonic source need to be
learned separately.

Characteristics of 2~25th harmonic current data
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Figure 1. Characteristics of harmonic current data at a certain moment.

From Figure 1, each harmonic source has a relatively prominent harmonic order. The
contribution value of a certain harmonic to the total harmonic current distortion [22],
denoted as I, is defined to determine the number of harmonics that cause harm in each

harmonic source. I
Iy = — )

> 12
h=2

where I, represents the value of any harmonic current, and the denominator represents
the content of all harmonic currents. The I, of the eight harmonic sources in Figure 1 is
calculated and then I, is compared to the corresponding curve graphs of the harmonic
source data. The results, depicted in Table 2, indicate that the I, values of the relatively
prominent harmonic orders from various sources exceed 0.1. For example, in Figure 1,
the 12K £+ 1 (K =1, 2) harmonic on the converter network side is dominant, and the main
harmonic of the rolling mill is 6K &+ 1 (K = 1, 2). Therefore, we define the main harmonic
order when its I, is over 0.1. In addition, it can be concluded from Table 2 that, although
the main harmonic orders of H; and H, are the same, the main harmonic orders of other
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harmonic sources are different. Although Hg and Hy both have only two major harmonic
orders, they correspond to 5th and 7th, and 11th and 13th, respectively. Hence, analyzing
the semantic features reflected in this data, such as the characteristics of harmonic sources,
will aid in the classification and identification of models.

Table 2. Contribution values of odd harmonics from different harmonic sources.

Harmonic Order/th I
H, H, H; H, Hs He H, Hsg
3 0.173 0.245 0.018 0.153 0.094 0.017 0.073 0.049
5 0.624 0.453 0.482 0.487 0.277 0.781 0.074 0.734
7 0.329 0.674 0.230 0.277 0.321 0.619 0.099 0.418
9 0.044 0.048 0.223 0.041 0.057 0.018 0.014 0.043
11 0.564 0.466 0.631 0.041 0.805 0.069 0.844 0.298
13 0.354 0.170 0.469 0.056 0.281 0.020 0.333 0.271
15 0.025 0.073 0.010 0.023 0.032 0.007 0.012 0.019
17 0.132 0.111 0.088 0.041 0.186 0.027 0.009 0.093
19 0.044 0.056 0.033 0.754 0.131 0.010 0.022 0.096
21 0.004 0.005 0.016 0.247 0.019 0.003 0.009 0.007
23 0.015 0.012 0.180 0.033 0.076 0.012 0.306 0.034
25 0.010 0.008 0.076 0.018 0.052 0.006 0.240 0.019

In the case of single-point measurement, the frequency-domain characteristics of
different harmonic sources are more obvious and easier to distinguish. However, due
to the complexity of power lines in the power system, harmonic distortion at common
connection points is the result of the combined action of multiple harmonic sources. The
harmonic currents generated by different harmonic sources mutually enhance or cancel
each other, causing changes in harmonic frequency and interfering with the identification of
composite harmonics.

For example, Figure 2 shows two different composite harmonic source data, but the
data characteristics are very similar. Differentiating between Figure 2a,b visually is chal-
lenging; however, they do possess distinct features. The red box serves as a highlight, and
there are significant differences between the two images in the red box area. Notably, in
Figure 2a, the amplitudes of the 19th and 21th harmonics appear smaller compared with
those in Figure 2b. Figure 2a is the harmonic source coupled by a rail transit and rolling
mill, and Figure 2b is the composite harmonic source of a wind farm superimposed based
on Figure 2a. Specifically, although the harmonics of the wind farm have a small impact on
the overall harmonic source data when harmonic pollution occurs, each harmonic source
may have a certain impact on the results. Particularly in the case of compounding, the
superposition of individual harmonic sources may lead to more complex data characteris-
tics. This similar but slightly different situation of composite harmonic source data makes
the task of harmonic source identification somewhat challenging. It requires a model that
can accurately capture and distinguish these subtle differences to improve the ability to
accurately identify complex harmonic sources.

Taking the 5th harmonic current as an example, Figure 3 shows the fluctuations of
the above eight harmonic sources for one week. It can be seen from the figure that there
are significant differences in the fluctuations of different harmonic sources over time. Hg,
as a high-energy-consuming harmonic source, has a harmonic content rate much greater
than other harmonic sources. The red circle highlights a maximum value in Figure 3h.
Its harmonic content rate on Sundays can exceed 35%, which may seriously affect the
stable operation of the system. Among these harmonic sources, Hs has relatively special
properties. Affected by light, photovoltaic harmonics concentrate on a certain period of the
day, and no harmonics generate the rest of the time. The daily harmonic current data of
Hj and Hg show periodic fluctuations with certain regularity. In contrast, other harmonic
sources’ daily harmonic current data show different fluctuation trends and lack obvious
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periodicity, making feature extraction of harmonic current data more challenging. For
harmonic sources with these properties, it is necessary to adopt more flexible and targeted
analysis methods. Therefore, integrating the time characteristics of harmonic data into
model training can enrich the features of different harmonic source types and improve the
identification ability of the model.
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Figure 2. Frequency domain characteristics of composite harmonic sources. (a) Harmonic data for He
and Hg coupling; (b) harmonic data for Hy, H¢ and Hg coupling.
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Figure 3. Time domain characteristics of composite harmonic sources. (a) Harmonic data for Hy;
(b) harmonic data for Hy; (¢) harmonic data for Hs; (d) harmonic data for Hy; (e) harmonic data for
Hs; (f) harmonic data for Hg; (g) harmonic data for Hy; (h) harmonic data for Hg.

In summary, there are certain limitations in identifying frequency-domain or time-
domain features alone. Due to incomplete feature extraction, this may lead to a reduction
in recognition accuracy. Therefore, it is necessary to analyze time-frequency characteristics
simultaneously. This comprehensive analysis method contributes to a more comprehensive
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and in-depth understanding of harmonic problems and provides a more reliable basis for
effective harmonic source identification. Through time-frequency characteristic analysis,
we can more accurately capture the changing patterns of harmonic sources in different time
scales and frequency ranges, improve identification accuracy, and provide stronger support
for harmonic control in power systems.

2.2. TransR Knowledge Representation

The existing power quality monitoring network has been widely deployed in power
grid companies, accumulating massive harmonic time-domain and frequency-domain
data. These data contain rich semantic information and prior knowledge, but discrete
and structured data cannot be directly used for machine learning model training. There-
fore, discrete semantic features are extracted through triplets and knowledge represen-
tation algorithms are used to map the knowledge patterns contained in discrete data to
a low dimensional vector space [19]. Then, the formed vector data are input into the
transformer model for training. The semantic features of harmonic current data can be
integrated into the identification model of composite harmonic sources through the above
conversion method.

In the Trans series that maps entity relationship triplets to low dimensional space
vector representations, TransR can better handle one-to-many and many-to-many relation-
ships and has stronger semantic expression ability [23]. This article is based on TransR to
represent the frequency-domain features of eight different time series of harmonic sources
as part of the input of the transformer model. It can amplify the feature differences between
data samples, standardize the self-attention mechanism, increase the model’s expression
and inference abilities, and promote the identification of composite harmonic sources. The
data input format for TransR is usually a triplet, with each triplet consisting of head entity,
relationship, and tail entity, which can be represented as (, 7, t). Each harmonic datum
contains a lot of attribute information, and multiple triplets can be extracted according
to actual needs. This article mainly focuses on the characteristics of the main harmonic
order of different harmonic sources. The knowledge representation of harmonic source
data mainly involves the three processes.

In the process of extracting semantic features and constructing triples, Figure 4 illus-
trates a triplet derived from the odd harmonic data of diverse harmonic sources recorded
at a specific time. Within this triplet, the head entity denotes the type of harmonic source,
while the tail entity represents the associated main harmonic order. The relationship
between them indicates the maximum harmonic order, identifying the harmonic order
with the highest current content. Semantic information is extracted from n harmonic data
samples X and entity relationship triplet Z is constructed, where each z consists of (h, , t).

Harmonic Extract . . . .

frequency semantic Head entity(h) Relation(r) Tail entity(t)
domain data information ‘
,:> Wind 19th is the Main harmonic: 3th.
farm largest | 5thy 7th, 19th, 21th |
1 . HE . ' |[ Main harmonic: 5th |
> !|Electrified | | 11th isthe | /| "7t oth. 11th !
railway largest 13th. 23th ;
J |:'> Rolling 5th isthe | ! ;| Main harmonic: 5th.
LN mill ' largest ‘ 7th, 11th. 13th ;

Figure 4. Harmonic source characteristic triplet.

Then, the TransR model is trained to generate semantic representation vectors. In
Figure 5, the training process of the TransR model is delineated into multiple steps. Initially,
a collection of positive and negative triples is formed based on each input triplet. The input
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| h iy sh =M, xh
Example: } . | r
h: Wind farm ; t i pt. =M, xt
r: 19th is the largest }

sample constitutes a positive triplet, while the negative triplet retains the head entity of
the positive triplet but substitutes either the tail entity or the relationship with a different
tail entity from the dataset. Subsequently, an initial TransR transformation is conducted
separately on the positive and negative triples to convert the entity space into a relational
space. Then, the converted positive and negative triples are input into the distance score
function, respectively, the distance between vectors in the relationship space is calculated,
and the scores f, and f, are obtained. The distance score function formula [24] is:

f(hrlrrtr) :llhr+7’*tr||/ )

where &, and t, are the representation vectors of the relationship space. The head and tail
entities are translated into the spatial dimensions of the relationship * for comparative
analysis. The score function’s smaller value indicates a stronger correlation between the
head entity and the tail entity in the relationship space. Essentially, this implies a higher
correlation between a specific harmonic source and its corresponding main harmonic order,
as well as the maximum harmonic order. Conversely, a larger score function indicates a
weaker correlation between these entities.

Entity space M, Relation space

t: Main harmonic: 5th, 7th, 9th r

Example:

h: Wind farm
‘ r: 19th is the largest
|t Main harmonic: 5th, 7th, 19th, 21th

Negative
triples

Positive
triples

Initialization encoding Optimization

Figure 5. TransR knowledge representation.

Finally, the Adam optimizer continuously learns and optimizes based on the value of
the loss function, and obtains an entity set and a relationship set with semantic informa-
tion. Different entities and relationships have unique vector representations and contain
corresponding semantic relationships. Among them, the loss function formula [24] is:

Loss = max(0, fp — fu + margin), 3)

where the margin is a predefined boundary value used to distinguish the gap between
positive and negative triples. The score function shows that f, is smaller than f,, and the
max function can separate positive and negative triples to the greatest extent. When the
gap between f, and f; is less than the margin, a positive loss is generated, and the model
continues to be encouraged to increase this gap to reduce the loss value. When the gap
is greater than or equal to the margin, the loss is zero, indicating that the model has met
the boundary requirements. During the iterative optimization process, the loss function
continuously weakens the characteristic relationship between the harmonic source type
of the negative sample and its corresponding main harmonic order and strengthens the
correlation between the head and tail entities and relationships of the positive sample. This
helps the model learn better embeddings for similarity or distance measurement tasks.
Finally, the harmonic data features are fused to obtain time-frequency feature vec-
tors with semantic information. Due to the different entities and relationship vectors
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corresponding to different harmonic source data, the problem of similar current data char-
acteristics caused by different composite situations of multiple harmonic sources has been
solved, further expanding the differences between data, and facilitating the identification
of composite harmonic source data by the model.

3. Identification Method of Composite Harmonic Source Based on TTM

The traditional transformer model consists of an encoder and a decoder. To achieve the
identification of composite harmonic sources, this paper designs an improved TTM model.
Due to the transformer model’s focus on feature extraction of time series at the global scale,
it is not possible to achieve time-frequency analysis of composite harmonic source data.
This article integrates the TransR knowledge representation model to extract local frequency
domain features of harmonic current data and generates time-frequency data samples with
semantic information to achieve time-frequency domain feature extraction of harmonic
current data. At the same time, the multi-label classification model will replace the decoder
part of the transformer model to achieve decoupling identification of composite harmonic
source data and output a single harmonic source type contained in the composite harmonic
source data.

Figure 6 depicts the TTM multi-harmonic source identification network, which com-
prises the following three main components: a harmonic time-frequency data representation
layer, a harmonic feature recognition layer, and a composite harmonic source multi-label
classification layer. The network operates as follows.

MxT
Multi-
| @ (%)
: 5 3 s 5 3 classifica
Extracting (M+d)xT " 2 2 2 2 = tion
semantic features i ) 3 S = =3 output
Building triplets "2 2 » E — 5
i o o
Data samples g g_ g_ = = )
with semantic | £ = = a 5 Semanti
v information: | © ® ® g 2 ¢ feature
Harmonic feature ; @ = output
representation
vector —
dxT
Harmonic time-frequency data Harmonic feature recognition Composite harmonic source
representation layer i layer multi-label classification layer

Figure 6. Architecture diagram of TTM harmonic source identification model.

Specifically, concatenating the representation vectors with semantic information with
input samples yields a dataset with time-frequency characteristics. In the input samples, M
is the frequency-domain characteristic corresponding to each harmonic of the monitoring
data, and T is the time-sequence characteristic. The semantic features of harmonic data
are extracted at each time step, and the entity relationship triplets (k, 7, t) are constructed.
Since the type of harmonic source is unknown, only tail entity and relationship features
can be extracted based on known harmonic current data, resulting in a harmonic feature
representation vector d containing only relationship vectors and tail entity vectors. The
time-frequency data samples with semantic information obtained from the previous layer
serve as input samples for the harmonic feature recognition layer. This layer processes
the sample set using a multi-layer transformer network. Through iterative training, the
network learns data features of different harmonic sources, generating feature vectors.
The composite harmonic source multi-label classification layer decouples feature vectors
through a multi-label classification process. It includes a global average pooling layer and
a sigmoid activation function. The output of this layer presents the single harmonic source



Electronics 2024, 13, 1275

10 of 19

types and corresponding semantic features that may be present in the composite harmonic
source data, thereby enabling the identification of composite harmonic sources.

3.1. Harmonic Time-Frequency Data Representation Layer

A multi-label classification model based on a transformer model can achieve the
classification and recognition of composite harmonic sources. However, due to the small
differences between the time domain and frequency domain of the composite harmonic
data, it is difficult to distinguish, resulting in poor identification performance of the model.
Therefore, this article embeds a harmonic time-frequency data representation layer before
the input of the transformer model. The harmonic time-frequency data representation layer
provides rich semantic information and relationship representation, which can fully extract
time-frequency features, increase the model’s expression and inference capabilities, and

improve model performance.

3.2. Harmonic Feature Recognition Layer

The harmonic feature recognition layer consists of multiple transformer modules
with the same structure. The input of the first module is the output of the harmonic time-
frequency representation layer, and the output of each subsequent module serves as the
input of the next module. Multiple transformer modules share a set of parameters, which
can effectively capture the temporal characteristics of harmonic sequence data. The internal
structure of the transformer module is shown in Figure 7. Each module mainly consists of a
multi-head attention mechanism and a feedforward neural network, followed by residual
connections and LN normalization.

Transformer module / output |
il i
i |
Residual connection I Reductive
{
i layer
—— ]
eedforward neural /
il / Concat
LN normalization
| N normaization | /1 Sel.
& attention

' | Residual connection | | || T g g
Viulti head attention | P i
mechanism | | |\ =l

LN normalization N TJ
\ | K Input

Figure 7. Transformer module.

The multi-head attention mechanism includes a parallel scaling dot product self-
attention layer; each layer is called a head. The parameters of each magnetic head are
different, and various characteristics of harmonic sources can be learned in parallel from
multiple representation spaces. The formula of the multi-head attention mechanism [16] is

as follows:
MultiHead(Q, K, V) = Concat(heady, head,, . .., head,) x W°, 4)

where Q = K = V and are equal to the input of the multi-head attention mechanism. W° is a
learning parameter responsible for restoring data to its original dimension, ensuring that
the input and output dimensions of the multi-head attention mechanism are consistent.
Head; (i =1, 2, 3,..., a) represents the output of the ith head, while concat represents

concatenating the outputs of all heads together.
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Each head is the output of the scaled dot product self-attention mechanism, and the
head formula [16] is as follows:

Attention(Q;, K;, Vi) = softmax(Qi'KiT )-V;

Vi
Qi=Qx Wl ) ®)
K; = K x WF
Vi=VxW/

where Q;, K;, and V; are the three inputs of the self-attention mechanism, corresponding
to query, key, and value, respectively. W4, WX, and WY are learnable weight matrices that
function opposite to W° and are responsible for projecting input data into a low-dimensional
space. Each self-attention mechanism corresponds to a different weight matrix. q, k, and v
are fixed values, and after linear transformation of the weight matrix, the three inputs of
the self-attention mechanism are obtained. Firstly, the correlation index is obtained by dot
product operation using the transpose of Q; and K;. SoftMax normalization is performed to
ensure that the total attention weight is 1. Finally, the weighted sum is V;. Among them, !
is the output dimension of each layer, also known as the scaling factor, to prevent gradient
vanishing during SoftMax calculation.

The difference between the self-attention mechanism and the traditional attention
mechanism is that its queries, keys, and values are all obtained from the same sequence.
The self-attention mechanism can simultaneously consider all positions in the sequence
and dynamically adjust attention weights based on different inputs. Multiple self-attention
mechanisms run in parallel, achieving simultaneous attention computation of harmonic
time-frequency data and all positions in semantic feature sequences from multiple rep-
resentation spaces. Improving the expression ability and feature extraction ability of the
model is beneficial for the identification of composite harmonic source data.

3.3. Composite Harmonic Source Multi-Label Classification Layer

To solve the problem of identifying composite harmonic sources and clarify the spe-
cific coupling situations of different types of harmonic sources, it is necessary to introduce
a multi-label classification model. Multi-label classification is one of the more difficult
classification problems, as it allows samples to belong to multiple categories at the same
time. This article combines a neural network model for analysis, replacing the decoder
part of the transformer model with a multi-label classification algorithm, and achiev-
ing multi-label decoupling of harmonic sources based on the features learned by the
transformer encoder.

Multi-label classification refers to an x corresponding to multiple y labels, that is,
corresponding to multiple types of harmonic sources. Let X = {x1, x2, x3,. . ., X5}, assuming
there are p types of harmonic source data, then Y = {(yll, ylz, y13,. oyh), (yzl, yzz, y23,. ..
yoP). .., (ynl, ynz, yn3,. .., ¥n")}. The use of a unique hot encoding method for labels is more
conducive to distinguishing different composite data. Any y that is not 0 means 1, where
1 represents the presence of a harmonic source and 0 represents the absence. In the case of
a single harmonic source, each y contains only one 1, and the rest are all 0. So, the model
can simultaneously identify single and composite harmonic source data.

The output of the harmonic feature recognition layer serves as the input for multi-label
classification. Performing average pooling before the fully connected layer can reduce
the burden of learning parameters. The activation function uses a sigmoid to output
the existence coefficients of different harmonic sources. When the coefficient exceeds a
certain threshold, it is considered to contain a certain harmonic source. After experimental
testing, the identification accuracy of the composite harmonic source data is highest when
the threshold is 0.5. The result outputs the type of composite harmonic source and the
corresponding semantic features of harmonic data. Finally, based on the type of composite
harmonic source identified by the model, the corresponding head entity vector is found
in the entity set represented by TransR knowledge. After obtaining the complete triplet
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representation, the semantic features of the harmonic data corresponding to the triplet can
be output, achieving the identification of composite harmonic source data while increasing
the interpretability of the model.

4. Analysis
4.1. Experimental Configuration and Evaluation Indicators

The experimental environment for model training is Python 3.8.12 and TensorFlow
2.7.0. Through experimental verification, it has been found that the vector representation of
entity and relationship sets in the TransR model works best when the length is 4; exceeding
4 may lead to overfitting. The number of module iterations in the transformer model is six,
and each multi-head attention mechanism contains four self-attention mechanisms. The
activation function in the fully connected layer is Relu, and the activation function in the
output layer is Sigmoid. After debugging, the other parameters of the model are shown
in Table 3. The learning rate, epoch, and batch size are parameters in the model training
process. Because the learning rate is too large or too small, it will affect the model’s inability
to converge or slow the convergence speed. It has been experimentally verified that the
best learning rate is 0.0005. Batch size and learning rate affect each other, so it is set to 64.
The Sigmoid threshold is the parameter corresponding to the multi-label classification layer.
Experimental verification has shown that setting the parameter to 0.5 results in a higher
accuracy in identifying different types of harmonic sources.

Table 3. Parameter settings.

Learning Rate Epoch Batch Size Sigmoid Threshold
0.0005 300 64 0.5

To better evaluate the performance of the model, this article uses precision, recall, F1,
and hamming loss (HL) as evaluation indicators.

1.  Precision focuses on the recognition of binary positive samples. The multi-label
classification problem can be regarded as a multiple-binary classification problem,
and the evaluation index adopts the mean micro-precision, which is the quotient of
the number of correctly predicted positive samples for all categories and the number
of predicted positive samples for all categories. The formula [20] is:

P
Micro-Precision = B (6)
Yy TP; + ) FP;

=1 j=1

where TP represents the number of positive samples identified as positive samples, and FP
represents the number of negative samples identified as positive samples. p represents the
number of labels for each sample, consistent with the number of harmonic sources, and j
represents a type of harmonic source. The larger the result, the higher the accuracy of the
prediction and the better the recognition effect.

2. Recall represents the coverage of binary positive sample prediction, and the multi-
label classification metric is micro-recall. The formula [20] is:

p
Y. TP;
i=1

Micro-Recall = 7 , (7)
Y. TP;+ ). FN;
j=1 j=1
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where FN represents the number of positive samples incorrectly identified as negative
samples. A high recall rate indicates that the model has good coverage of positive samples,
while a low recall rate declares that the model has missed some positive samples.

3. Fl considers both accuracy and recall, which better represent the effectiveness of
classification. In the multi-label classification problem, micro-F1 is used to represent,
and the formula [20] is:

. Micro-Recall x Micro-Precision
Micro-F1 =2 x Micro-Recall + Micro-Precision’ ®)

4. HL focuses on predicting incorrect labels, that is, directly comparing the predicted
tags with the authentic labels bit by bit and calculating the quotient of the number
of predicted error labels and the total number of marks. HL ranges from 0 to 1, with
smaller HL indicating better prediction performance. An HL of 0 indicates that the
prediction is right, while, conversely, it declares all errors. The formula [20] is:

M=
M=

J
¥ 1(yk # yk)

pxXn

HL = , )
where y{{ is the authentic label of the authentic specimen xj, the other is the predicted label,
n is the number of samples, and the denominator represents the total number of labels. The
consistency of each tag for each sample is compared in sequence and the total number of
predicted wrong marks is calculated, including missed and false labels.

4.2. Example Analysis of Measured Data

This paper uses the measured harmonic data of the power grid in a certain area to
identify multiple harmonic sources, including eight harmonic sources such as electric vehi-
cle charging stations, electric heating loads, electrified railways, wind farms, photovoltaics,
rail transit, converter transformer side, and rolling mills. The time interval of the harmonic
current data is 3 min, that is, a total of 480 sample points per day. This article selects
85 days of sampling data starting from 1 March 2021. Each type of harmonic source has
40,800 pieces of harmonic current data, totaling 326,400 harmonic sample data. Multiple
comparative experiments are designed to verify the impact of time series on harmonic
source identification and determine the optimal time scale. The sliding step size is set to 1,
and then the input sample set for the model is sequentially constructed.

Figure 8 shows the experimental results for eight factual harmonic source data. The
four evaluation indicators have the worst performance when the time is 5 min, which
only includes individual frequency domain data. As time increases, the classification effect
significantly improves, but the fluctuation is not significant until it reaches its peak at 30 min.
Continuing to increase the time step, the classification effect gradually deteriorates. The
experiment not only verifies that 30 min is the optimal time scale but also demonstrates that
time-frequency analysis has a more significant classification effect than frequency-domain
analysis alone.

Table 4 shows the evaluation indicators on the test set based on individual frequency-
domain features and comparative experiments based on both time-frequency features,
including the recognition results and average values for each class. The results show that
among the eight types of harmonic source data, except for the relatively low precision
index of harmonic data in Hj, the evaluation indicators based on time-frequency feature
analysis are mostly superior to the individual frequency-domain analysis indicators. Time-
frequency analysis can better identify the harmonic characteristics of different harmonic
sources and improve identification accuracy.
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Figure 8. Change trends of four evaluation indicators at different time scales. (a) Change trends
of micro-precision, micro-recall, and micro-F1 at different time scales; (b) change trends of HL at
different time scales.
Table 4. Comparison of time-frequency and frequency-domain identification results.
Micro-Precision Micro-Recall Micro-F1 HL
Harmonic Time- Frequenc Time- Frequenc Time- Frequenc Time- Frequenc
Frequency 9 y Frequency 1 y Frequency 9 y Frequency 1 y
H; 0.996 0.999 0.999 0.899 0.997 0.946 0.002 0.021
H, 1.000 1.000 1.000 1.000 1.000 1.000 0.000 0.000
Hj; 0.992 0.967 0.998 0.986 0.995 0.976 0.001 0.003
Hy 1.000 0.998 1.000 0.982 1.000 0.990 0.000 0.004
Hs 1.000 0.985 0.998 0.889 0.999 0.935 0.001 0.023
Hg 0.997 0.982 1.000 1.000 0.998 0.991 0.000 0.000
H; 0.999 0.898 0.989 0.971 0.994 0.933 0.003 0.006
Hg 1.000 0.997 1.000 1.000 1.000 0.998 0.000 0.000
Avg 0.998 0.978 0.998 0.966 0.998 0.971 0.001 0.007

5. Simulation

The above experiment identifies single harmonic source data in real situations. Due
to the unknown type of composite harmonic source in real data, manual annotation is
time-consuming, laborious, and prone to errors. Therefore, combining factual data with
simulation software, simulating the composite situation of ground truth, and obtaining
the simulated composite harmonic source data (based on these data) further validate the
effectiveness and feasibility of the model.

This article builds an IEEE14 node standard distribution network on a simulation
platform and sequentially injects different types of single harmonic sources into the network.
Composite harmonic data are collected from monitoring points. The injected data are real
monitoring data, and odd harmonic currents within 25 for each harmonic source are
injected according to the time series, retaining the frequency-domain characteristics and
time fluctuation trends of different harmonic sources. To better match the situation where
the distance between harmonic sources in the power grid is relatively large, three harmonic
source data (Hy, Hg, and Hg) from the above eight sources are selected for composite
simulation as examples. To prevent mutual influence between harmonic sources, Hy
harmonics are not injected into the network when collecting composite data of Hg and Hg,
and the same applies to other situations. Figure 9 shows a distribution network where
three types of harmonic sources coexist. Simulated harmonics of Hy, Hg, and Hg are added
to busbars 2, 5, and 14 in sequence, and monitoring points are set up on busbar 9. A total of
seven harmonic current data are collected, including Hy, He, Hg, HyHg, HyHg, HgHg, and
HyHgHg. A total of 3360 data samples are simulated for each scenario, totaling 23520.
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Figure 9. Simulation circuit diagram.

Figure 10 shows the fluctuation of accuracy and loss values during the testing process
of the TTM model. As epoch increases, the overall loss value continuously decreases
and eventually stabilizes. The accuracy increases with the increase in epoch, gradually
approaching 100%, and finally reaching the effect of model convergence. The experimental
results show that the trained model can accurately identify any single or composite har-
monic source data without knowing the number or type of composite harmonic sources.
The recognition accuracy of the TTM model can reach over 99%.
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Figure 10. Iterative process of TTM.

Two comparative experiments are designed to verify the effectiveness of knowledge
representation in classification models. Figure 11 shows the classification and recognition
results of seven types of simulated data during the testing process. Figure 11a shows the re-
sults of multi-label recognition based on the transformer model. Only 0.7% of Hg harmonic
data are identified as Hy harmonic data. The recognition performance of a compound
harmonic source is significantly lower than that of a single harmonic source. Among them,
4% of H4Hg compound harmonic sources are recognized as Hs harmonic sources, and
5.9% of HyHgHg compound harmonic sources are identified as Hy and HyHg. Figure 11b
shows the harmonic source identification results of the TTM model. Experimental results
have shown that by integrating TransR knowledge representation based on the transformer
multi-label classification model, semantic information is transformed into a vector represen-
tation, which increases the internal cohesion of harmonic current data, reduces the coupling
degree between different harmonic current data, improves the recognition accuracy of
composite harmonic sources, and achieves almost 100% accurate recognition. Only 0.4% of
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H4Hg and 0.5% of HgHg, and 1.6% of H4H¢Hg recognition errors, and all other accuracies
are 100%.
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Figure 11. Comparison of model accuracy under different noises. (a) Results of the transformer
model; (b) results of the TTM model.

6. Discussion

Basic machine learning models that are used to identify harmonic sources have rela-
tively low recognition accuracy. Reference [25] introduces two methods based on support
vector machine (SVM) and naive Bayes (NB) classifiers to classify the voltage and current
characteristics observed on different PCCs. When the simulation testing system is small,
SVM shows better performance. However, it can only recognize predefined combinations of
general loads connected to PCCs. Reference [26] conducted harmonic source identification
for different loads such as fluorescent lamps, televisions, fans, etc. This study utilizes the
radial basis function neural network (RBFNN). RBENN is more accurate and efficient than
SVM due to lower computational requirements and better feature selection. However,
the RBF neural network needs to adjust many parameters, such as the number, center
position, and width of radial basis functions. In practice, finding the optimal parameter
configuration can take a lot of time and computational resources.

While artificial-intelligence-based classification has made significant progress in var-
ious fields such as image processing, there is still room for improvement in harmonic
source classification. This paper explores the application of neural networks such as LSTM,
convolutional neural network (CNN), and the transformer model, all of which are widely
used for classification and recognition, in the identification of composite harmonic sources.
These models are compared with TTM models for analysis. As shown in Table 5, for the
seven simulated harmonic current data, LSTM exhibits the worst performance, while CNN
outperforms the attention mechanism. The transformer model demonstrates better recog-
nition, with the TTM model showing the best identification performance for composite
harmonic sources. The fusion of TransR knowledge representation effectively enhances the
stability, convergence speed, and recognition accuracy of the original transformer model,
thereby improving the overall generalization ability and robustness of the model. Further-
more, the TTM model, grounded in artificial intelligence methods, achieves autonomous
feature extraction, thus avoiding the issues of information loss or insufficient extraction
commonly associated with traditional harmonic source recognition methods that rely on
physical mechanisms for data feature extraction.

The fusion of TransR knowledge representation proves effective in enhancing the
stability, convergence speed, and recognition accuracy of the original transformer model.
This fusion further augments the overall generalization ability and robustness of the model.
The TTM model, grounded in artificial intelligence methods, achieves autonomous feature
extraction, circumventing issues of information loss or insufficient extraction associated
with traditional harmonic source recognition methods that rely on physical mechanisms
for data feature extraction.
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Table 5. Recognition results of different classification models.
L. Evaluating Indicator
Classfication Model Micro-Precision =~ Micro-Recall Micro-F1 HL
LSTM + Attention [27] 0.918 0.913 0.906 0.051
LSTM + CNN [28] 0.940 0.927 0.925 0.047
Transformer [29] 0.985 0.985 0.985 0.007
TIM 0.996 0.996 0.996 0.001

7. Conclusions

Under the emerging power system, the interconnection of harmonic sources from
multiple origins and various transformations is becoming more prevalent. The amalga-
mation of these harmonic sources is intricate, leading to a growing concern regarding
harmonic pollution. This issue significantly impacts power quality and consumer electricity
consumption. Traditional models for identifying harmonic sources predominantly rely on
physical models and remain limited in handling single harmonic source identification. To
address this gap, this paper introduces a novel composite harmonic source identification
method that leverages the fusion of knowledge representation and transformer architecture,
focusing on the time-frequency characteristics of harmonic data. The innovations presented
in this article are primarily evident in the following areas:

1. TTM model integrating time-frequency feature extraction.

Traditional methods for addressing harmonic source identification problems often
focus on a single type of harmonic source or employ only one feature extraction method,
such as solely utilizing time-domain features or frequency-domain features. Recognizing
the challenges posed by the difficulty in separating source current data and incomplete
feature extraction, this paper proposes a TTM harmonic source identification network
model. This innovative approach starts with the following two dimensions: the time
domain and the frequency domain. Its goal is to decouple composite harmonic sources and
accurately identify different types of harmonic sources.

The model achieves this by first extracting discrete semantic features from harmonic
data. These features are then converted into representation vectors with semantic infor-
mation using TransR. This process increases the feature differences between composite
harmonic data and reduces the coupling degree between different harmonic source data.
Combining TransR with the transformer model allows for normative constraints on the
self-attention mechanism, providing enhanced learning and reasoning capabilities. The
model outputs the type of each harmonic source datum along with corresponding triplet se-
mantic features, thereby increasing interpretability. This innovation significantly improves
identification accuracy and offers an effective solution for accurately identifying complex
harmonic sources in power systems.

2. Feasibility verification applied to actual scenarios.

In the traditional method, the unknown parameters of the harmonic network and
the asynchronous data of each monitoring point limit the accuracy of harmonic source
identification. The TTM model learns data characteristics through neural networks and
does not need to know the specific parameters of the system in advance. It avoids some
difficulties and limitations in traditional methods and solves the problem of unknown
harmonic network parameters and unsynchronized data at each monitoring point. In
addition, the training data of the TTM model contain a large amount of harmonic current
data collected by power system monitoring devices. These data are collected in real-time
during actual power system operation, so they are authentic and representative. This
study applies the proposed composite harmonic source identification method to actual
harmonic data collected by power system monitoring devices and conducts full verification
and experiments. Experimental results show that this method achieves high recognition
accuracy on both real and simulated data and achieves good recognition results even on
untrained composite harmonic source data. The TTM model shows high generalization
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ability in experiments, which provides reliable support for the model to face variable and
unknown power system conditions in practical applications.
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