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Abstract: Internet of Things (IoT) devices can integrate with applications requiring intensive contex-
tual data processing, intelligent vehicle control, healthcare remote sensing, VR, data mining, traffic
management, and interactive applications. However, there are computationally intensive tasks that
need to be completed quickly within the time constraints of IoT devices. To address this challenge,
researchers have proposed computation offloading, where computing tasks are sent to edge servers
instead of being executed locally on user devices. This approach involves using edge servers located
near users in cellular network base stations, and also known as Mobile Edge Computing (MEC).
The goal is to offload tasks to edge servers, optimizing both latency and energy consumption. The
main objective of this paper mentioned in the summary is to design an algorithm for time- and
energy-optimized task offloading decision-making in MEC environments. Therefore, we developed
a Lagrange Duality Resource Optimization Algorithm (LDROA) to optimize for both decision of-
floading and resource allocation for tasks, whether to locally execute or offload to an edge server.
The LDROA technique produces superior simulation outcomes in terms of task offloading, with
improved performance in computation latency and cost usage compared to conventional methods
like Random Offloading, Load Balancing, and the Greedy Latency Offloading scheme.

Keywords: offloading decision; Lagrange duality optimization; mobile edge computing; real-time
IoT; resource allocation

1. Introduction

Mobile Edge Computing (MEC) is a computing methodology that can work on the
cloud’s resource in terms of providing application and content closer to users at the edge net-
work within the Radio Access Network (RAN) [1]. Some applications, such as Augmented
Reality (AR), real-time gaming, Virtual reality (VR), and remote sensing, can immediately
process data for data offloading and downloading by user devices [2,3]. Nowadays, we
are moving towards technologies of smart healthcare, such as Internet-of-Medical-Things
(IoMTs) or Sensor Nodes (SNs). Those technologies need SNs and edge computing to enable
an efficient healthcare system, which requires real-time health monitoring using medical
care applications on wearable gadgets or cellphones. Sensors that are equipped on the IoMT
devices generate enormous amounts of data, and those data are transported to the edge
server or cloud computing server, where intensive data processing is conducted. Finally, the
health information is sent back to end users (e.g., doctors, nurses, and patients) for further
disease analysis [4]. To overcome the high-latency issue, the edge computing paradigm
has been used, where in the edge environment extends the cloud environment and caters
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to IoMT applications at the edge network [5,6]. Edge computing is equipped with limited
capacity of computation resources and batteries based on its physical size, and it can be de-
ployed across the edge of the networks [7]. To ensure reliable SN performance for real-time
health monitoring and long battery lifetime, an AI-enabled energy management technique
is required to reduce the overall energy consumption of SNs and improve their battery life-
time [8]. Currently, the solutions being considered to handle the battery lifetime of SNs are
to offload the computation-intensive tasks to a higher-level infrastructure, known as edge
computing. However, task offloading has become a research trend in many prior works,
focusing on when and where to offload the computation-intensive workload of SNs to the
edge network or cloud [9]. MEC servers can be deployed with Roadside Units (RSUs) for
Internet of Vehicles (IoV), where computing resources are available for tasks offloaded from
user devices [10–13]. These applications also require significant computation resources
and must adhere to strict time constraints [14,15]. The computing tasks or data gathered
by user devices have a limited upper-bound delay, and exceeding this delay can lead to
task failures. Existing studies in the field of computation offloading primarily focus on
offloading decisions, determining which tasks should be executed locally or offloaded to the
edge server [16–19]. Researchers consider various attributes of tasks, such as computational
intensity, data dependency, deadline constraints, and sensitivity to network latency. These
characteristics influence the decision-making process regarding whether a task is suitable
for offloading and where it should be offloaded. Different optimization objectives may
guide offloading decisions, such as minimizing latency, conserving energy, maximizing
resource utilization, or improving Quality of Service (QoS). Researchers explore various
trade-offs between these objectives and develop algorithms that balance conflicting goals
effectively. Existing studies in the field of computation offloading aim to develop intelligent
decision-making mechanisms that optimize the allocation of computational tasks across
distributed computing resources, thereby improving system performance, efficiency, and
user experience. Due to this challenge, we also aim to improve the performance of user
devices to be effectively utilized in edge computing systems by introducing the resource
optimization method via Lagrangian duality optimization and integrating it with the newly
developed offloading decision by assigning priority to saving computing power on each
user device as well as considering the time constraints of IoT applications utilized in
our model.

Research Problem and Contribution

The energy required for processing IoT applications on user devices is limited by the
capacity of batteries, which are constrained by their life cycle. Offloading tasks is an en-
hanced technology that helps mitigate the limited energy problem for user devices. While
edge computing allows tasks to be offloaded to edge servers instead of edge clouds, the
rapid expansion of computation-intensive tasks (such as IoMTs, AR, VR, and autonomous
driving) can lead to resource congestion on MEC servers and lack of autonomy manage-
ment, significantly impacting task execution latency and privacy preserving data [20–22].
Thus, smart offloading decision and resource optimization methods are required to be
utilized to improve the performance of computation offloading [23–25].

In our research, we focus on offloading decisions and resource optimizing to minimize
energy consumption and task computation latency, as well as the computation cost in 5G
networks. We use the Lagrange algorithm to adjust the optimal resources for each task to
execute on MEC servers. The main contributions of this work are described below.

• The proposed Lagrange Duality Resource Optimization Algorithm (LDROA) has a
unique workflow because the algorithm can make intelligent offloading decisions
and optimize resources for tasks on edge servers, thereby reducing the total cost and
total latency. This method guarantees that the collective resources of the MEC servers
adequately fulfills the task demands and time limitations, all the while conserving
energy on the user devices. This method can achieve superior performance by reducing
energy consumption in user devices and achieving optimal latency for IoT applications.
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• The joint resource allocation and offloading decision can minimize the total computing
overhead of tasks, including completion time, according to time constraints of IoT
applications. The proposed approach aims to provide benefits for user device energy
consumption, which can increase battery lifetime without the need for frequent charg-
ing. LDROA can solve the problem well by providing smart offloading decision and
optimal resource allocation for tasks offloaded to MEC.

• Our optimization technique enables the conversion of a constrained optimization
problem into an unconstrained one by introducing Lagrange multipliers to form a
dual problem, which allows for the optimization of the minimization to lower bound
for energy, latency, and cost. The simulation setup is executed for multiple congestion
conditions with optimal performance in terms of total latency and costs.

• The algorithm demonstrates superior performance compared to existing methods, such
as Random Offloading, Load Balancing, and Greedy Latency scheme, particularly
in terms of reducing total latency and achieving cost savings. It pursues a dual
optimization strategy, aiming to simultaneously address both latency reduction and
energy consumption efficiency. By considering these two crucial aspects, the algorithm
ensures not only improved system responsiveness, but also enhanced energy efficiency
across the network.

The remainder of this paper is structured as follows. Section 2 presents the related work
concerning offloading decision and resource allocation. Section 3 presents the proposed
methodology, which covers system architecture and system model. The proposed solution
flowchart and algorithm are also included in Section 3. Section 4 presents the simulation
settings, parameters, and the existing schemes. Section 5 explains the experimentation of
the proposed LDROA algorithm, simulation setting, and its result. Finally, a conclusion of
our work contributions and future work are presented in Section 6.

2. Related Works

MEC allows for devices to offload tasks to a nearby edge without transmitting to
or from a cloud, which can decrease the utilization of resource, bandwidth in the back-
haul, and computing power from user devices [26]. MEC optimizes resource allocation,
minimizes latency, and enhances the overall efficiency of the network ecosystem. This
approach not only streamlines data processing but also mitigates the potential bottlenecks
associated with centralized cloud computing, resulting in a more responsive and agile
network infrastructure. With the continuous advancement of cloud and edge computing
models, computation offloading has been embraced as a method to boost the computing
capacity of user devices [27]. Resource allocation involves the scheduling of resources
to determine the most effective pairing of available resources while meeting all of the
users’ requirements. Resources are assigned based on factors such as the number of re-
quests in the system, the type of request, its priority, and the acceptable delay for each
request [28]. Resource allocation is a critical aspect of network management, encompassing
the strategic scheduling and allocation of resources to ensure optimal utilization while
satisfying the diverse requirements of users. This process involves intelligently pairing
available resources, such as computing power, memory, storage, and network bandwidth,
with the tasks or services requested by users. By carefully orchestrating these allocations,
resource allocation mechanisms aim to maximize efficiency, minimize latency, and en-
hance the overall performance of the system. It must consider various factors, including
the characteristics of tasks or services, the capabilities of available resources, Quality of
Service (QoS) requirements, user preferences, and system constraints. Balancing these
considerations is essential to achieve a harmonious allocation that meets the diverse needs
of users while maintaining the stability and reliability of the network. In recent years,
numerous studies have investigated the utilization of edge offloading for applications
that require minimal delay. In [29], the proposed cloudlet framework, which includes
the device, cloudlet, and cloud layers, created a three-layer approach to task offloading.
High-computing tasks are offloaded to the cloudlet and cloud layers, while low-computing
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and high-communication cost tasks are completed on the device layer. By doing so, the
framework avoids transmitting large amounts of data to the cloud, resulting in a reduction
in processing delay. This reduction in data transmission not only minimizes processing
delays but also alleviates network congestion, conserves bandwidth, and enhances overall
system responsiveness. Additionally, by leveraging edge computing resources for local data
processing and analysis, the framework facilitates faster decision-making and real-time
responsiveness, particularly in latency-sensitive applications. In [30], the Energy-Efficient
Dynamic Offloading Algorithm (EEDOA) was proposed to optimize energy consumption,
which can be implemented in real time to make task offloading decisions with polynomial
time complexity. Theoretical analysis has been conducted to demonstrate that the EEDOA
can approximate the minimum transmission energy consumption while also bounding the
queue length. In [31], the proposed approach aims to jointly minimize the system energy
consumption and maximize the number of offloaded tasks. For solving this problem, the
authors combined the Ant Colony Optimization (ACO) algorithm with load balancing
and proposed a Load Balancing ACO (LBA) algorithm. Numerical results show that the
proposed algorithm outperforms the traditional algorithms such as greedy algorithm and
distance first algorithm.

In [32], the authors introduced a new approach for deciding task offloading in MEC
using deep reinforcement learning. The decision-making process for task offloading is
represented as a Markov Decision Process (MDP). The primary goal is to minimize the
combined impact of offloading delay and power usage. This goal is divided into rewards
for each time slot. Next, in [33], the author proposed an algorithm based on Deep Deter-
ministic Policy Gradient (DDPG) combined with replay memory strategy. This approach
aims to achieve a flexible offloading decision plan and effective coordination of wireless
resources between the backhaul and fronthaul. On the other hand, the joint computation of-
floading and resource allocation-based MEC computing systems are utilization schemes to
handle the multiple task computing paradigms. In [34], a NOMA-based MEC system was
considered for facilitation in terms of multiple computing tasks from user devices. Heuris-
tic algorithms have been proposed to solve the problem, where the aims to trouble the
computation allocation for NOMA-based MEC servers and time allocation are optimized
by bisection search allocation. With that, in [35], since massive devices in IoT typically
have a limitation resource, the authors proposed a novel NOMA scheme, optimal to handle
the low-complexity sub-option to the total offloading throughput maximum. However, a
NOMA was proposed that combines the merits of Time-Division Multiple Access (TDMA)
and traditional approach NOMA. Therefore, based on the proposed NOMA scheme, the
problem of maximizing the total offloading throughput by optimizing the device schedul-
ing, the time allocation, and the computation resource allocation was considered. Hence,
MEC resource allocation could be considered to be time allocation, and channel allocation
for minimizing the overall delay of all tasks was investigated. In the context of cooperative
task offloading resources, the author of [36] proposed the UAV-enabled MEC system to
serve as MEC service for handling multiple UEs. The computation and communication
resource responsibility to minimize the weighted sum energy consumption of UEs and
UAV was investigated. The proposed approaches aim to provide optimization of UAV
trajectory as well as the computation and communication resources based on the Successive
Convex Approximation (SCA) method optimized via the Largangian Dual methods. In [37],
the authors proposed a UAV assisted with a Fog-IoT network framework that ensures net-
work delay-sensitive tasks and energy consumption for disaster management. Therefore,
they proposed to optimally adjust the 3D placement of the UAV-FNs in terms of delay
constraint and energy saving to prolong the network lifetime through witlessly transferring
power. In [38], the authors proposed an ensemble of semi-parametric models based on
the kernel-based Probabilistic Neural Network (PNN) for resource optimization of IoT fog
networks. The paper aims to provide the fog computing benefits in facilitating real-time
IoT application [39] with the goal to optimize response times in mission-critical tasks.
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3. Proposed System Model
3.1. System Architecture

Task offloading comes with a communication cost that needs to be considered for
efficient processing. The key challenge is to minimize energy and latency consumption
during the communication and computation process. Precise energy, latency, and cost
estimation models are important for making informed decisions about task offloading,
considering the energy cost of communication according to the time constraints of IoT
applications. Similarly, accurate latency estimation models help in determining the appro-
priate offloading strategy, considering energy, latency, and costs. The goal is to transfer
tasks to the edge server if it consumes less energy and the total latency is less than the time
constraints of IoT applications. As long as the total latency exceeds the time constraints,
our algorithms will choose to execute tasks locally if they can process tasks within the
time constraints without considering user device energy consumption. To achieve this, an
energy model, latency, and cost model are developed to enable user devices to calculate
the energy, latency, and computation cost consumption accurately during task offloading.
This approach aims to design an energy-aware and latency-aware offloading strategy. Our
proposed network system scenario in Figure 1 represents multi-user devices and multi-
edge servers for assisting user devices from overheating task computing. Computational
systems have finite resources such as computing power, memory, and bandwidth that need
to be shared among multiple tasks or devices. This means that efficient resource allocation
and management are crucial to meeting the requirements of the system. In the context
of our work, we mentioned that the IoT application is a mission-critical delay-sensitive
signaling application. This type of application involves signaling for critical tasks like
Mission-Critical Push-to-Talk signaling (MC-PTT) or MC video signaling, where time is a
critical factor, and delays need to be minimized. The proposed approach integrates MEC
into the 5G network, which can enhance the performance of the network by optimizing
resources for each task.
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Figure 1. Network system scenario.

3.2. Communication Model

We consider a radio network system to be an edge server consisting of a set N = {1, 2, . . . n},
where N refers to the number of user devices. Next, we set J = {1, 2, . . . j}, where J refers
to Radio Remote Heads (RRHs), and M = {1, 2, . . . m} refers to the number of MEC servers
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used in our network scenarios. In our network scenario, all the RRHs are interconnected
through a fast gigabit switch to a common processing center comprising a set of Baseband
Units (BBUs) denoted as K = {1, 2, . . . k}. We assume that each BBU can serve one or more
RRHs, and the RRHs can cooperate with each other for downlink transmissions and uplink
transmissions to the user device. The channel gain between UE n and RRH j is denoted
as gnj. The system bandwidth allocated from RRH j to UE n is denoted as wnj. The fixed
transmission power of user device n for offloading task i to RRH j is denoted as ptr

n . The
noise power is denoted as n0. Next, intercell interference is a type of interference that occurs
in cellular networks when multiple cells (i.e., base stations) use the same frequency band to
communicate with their respective user devices. The signals transmitted by neighboring
cells can interfere with each other and cause degradation of the received signal quality,
leading to errors in data transmission. In our work, we denote inter-cell interference as
Losnj. The transmission rate of computational task i from user device n to base station j is
expressed as follows:

Rnj = Wnjlog2

(
1 +

ptr
n gnj

n0 + Losnj

)
(1)

tloc =
Ci

V loc
i

(2)

where tloc is the local completion time for user devices n for accomplishing task i in
milliseconds (ms). V loc

i is the computing capacity of user devices n in Megahertz (MHz).
The computing capacity of an IoT device can vary greatly depending on the specific device
and its purpose. IoT devices can range from simple sensors that collect data and transmit it
to a central server for processing to more complex devices that have on-board processing
capacity. In our work, we use simple sensors on IoT devices which have small computing
capacity for implementations. Ci is the total number of computational capacities required
to complete computational task i measured in task CPU cycles. In addition, we can obtain
the local energy consumption for user devices to accomplish task i as follows:

eloc = αCi

(
V loc

i

)2
(3)

where α denotes a coefficient associated with the chip architecture [40]. Next, eloc is the local
energy consumption for user devices n to accomplish task i. In the context of computing
and user devices, energy consumption is typically measured in units of watt seconds (Ws).
One watt second is equal to the energy consumed by a device that consumes one watt of
power for one second. To convert energy consumption from watt seconds to Joules (j), the
formula is as follows: energy (j) = power (W) × time (s). Therefore, energy consumption is
a standard unit of energy measurement.

Also, the computation cost for offloading task i to the edge server refers to the process
of initializing latency and energy consumed for offloading task i from user devices to the
edge server. The cost formula can be denoted as

costloc = tloc + eloc (4)

3.3. Task Offloading Model

Task offloading on the edge servers refers to the process of transferring computational
tasks from the user device to more powerful servers located at the edge of the network.
The transmission time of task i from user device is given in (5), where Di is the data size
of computation task i to be distributed to the edge server for computation and to f f is the
offloading time of task i from mobile device to the edge server.

to f f =
Di
Rnj

(5)
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Energy offloading to the edge server means the energy for offloading computing tasks
from a user device to an edge server, where eo f f is the energy for offloading task from task-i
to the edge server and ptr

n is the fixed transmission power of mobile device n for offloading
task i to the edge server. Computation cost for offloading task i to the edge server can be
expressed as (6), where costo f f is the cost of energy and latency for offloading task i.

3.4. Computation Offloading Model at the Edge Server

The computation time consumption of task i on the edge server can be expressed as
(7), where tedge is the computation time consumption of task i in the edge server, Ci is the
required resource for accomplished task i, and Vr

i is the computation resource provided
by the MEC server to accomplish task i. Vr

i is measured in Gigahertz (GHz). According
to [41], it is generally thought that the download data rate is relatively higher and the size
of the computational result is typically smaller than input data, so the downlink delay and
energy utilization of this stage are ignored.

costo f f = to f f + eo f f (6)

tedge =
Ci
Vr

i
(7)

Energy computation consumption at the edge server can be expressed as (8), where
eedge denotes the energy amount for compute task i at the edge server, Pr

j = zr(Vr
i
)kr

is the
computation power consumption [42,43] with effective switched capacitance zr ≥ 0 and
positive constant kr ≥ 1).

eedge =
Pr

j Ci

Vr
i

(8)

The computation cost for computing task i at the edge server can be denoted as (9)
and the total computation cost for offloading task i at edge server as (10), where costo f f _total

is the total cost for offloading the task from the user device to the edge server without
considering energy consumption at the edge server due to the fact that the edge server
always connects to grid power.

costedge = tedge + eedge (9)

costo f f _total = costo f f + t
edge

(10)

3.5. Offloading Problem Formulation and Analysis

Our proposed IoT system scenario is mission-critical delay-sensitive signaling for
which the time constraint is 60 ms based on 3rd Generation Partnership Project (3GPP) QCI
Release 17 3GPP TS 23.203 V17.1.0 (2021-06) list [44].

We let x = {xi|i ∈ I} denote the offloading-decision matrix. To ensure that the task is
only offloaded to the MEC server or locally executed, the following constraints must be sat-
isfied: xi = 0 or xi = 1, where if xi = 0, the task will be locally executed, and if xi = 1, the task
will be executed at the MEC server. Additionally, we denote No f f = {n ϵ N, m ϵ M|xi = 1}
as the set of user devices that offload their tasks to the MEC server. Next, we denote the
computational-resource matrix for the MEC as the set of user devices that offload their
tasks to the MEC server. Finally, we denote the computational-resource matrix for the MEC
as V = {Vr

m|m ϵ M, n ϵ N}, where Vr
m > 0 is the resource allocation of the edge server to

computational task i offloaded from user device m ϵ M. Normally, the amount of computing
resources at the edge server is limited; therefore, the following constraint must be satisfied:
∑nϵNo f f

Vr
m ≤Vmax

m , ∀nϵN, where Vmax
m denotes the maximum computing capability of edge

servers. Moreover, Vr
m = 0 if n does not belong to No f f , which means that the edge server

does not adjust any resources to the mobile node.
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3.6. Offloading Decision Sub Problem

In our analysis, we specifically focus on cost offloading without accounting for the en-
ergy consumed at the edge, in contrast to the cost incurred by local execution. This compar-
ison is guided by the conditions outlined in Equation (11). Subsequently, we formulate the
new offloading decision problem, as articulated in Equation (12). Equations (13) and (14)
outline the essential conditions that must be satisfied for a computation task to undergo
offloading. These conditions serve as pivotal criteria guiding the decision-making pro-
cess regarding whether a task should be offloaded to the edge or executed locally. This
condition stipulates that the latency incurred by offloading the task to the edge must not
exceed a predefined threshold. By imposing such a constraint, we ensure that offloading
tasks to the edge remains viable only if it results in latency improvements compared to
local execution. This consideration is particularly crucial for latency-sensitive applications
where responsiveness is paramount. Furthermore, it introduces another critical condition
related to computational resource availability at the edge. This condition dictates that
the edge server must possess adequate computational resources to execute the offloaded
task effectively. By assessing the computational capabilities of the edge server against
the computational requirements of the task, we ascertain whether offloading is feasible
from a resource perspective. This condition plays a pivotal role in preventing resource
overloading at the edge and ensuring the efficient utilization of available computational
resources. Together, they establish a robust framework for evaluating the suitability of
offloading computation tasks to the edge. By considering factors such as network latency
and computational resource availability, we aim to make informed offloading decisions
that optimize both performance and resource utilization in edge computing environments.

min ∑
i ϵ I

(
(1 − xi)

(
Ci

V loc
i

+ αCi

(
V loc

i

)2
)
+ xi

((
Di
Rnj

)
+
(

to f f ∗ ptr
i

)))
(11)

min ∑
i ϵ I

((
costo f f − costloc

)
xi

)
+min ∑

i ϵ I
costloc (12)

costo f f _total < costloc (13)

to f f + tedge < tmax (14)

In order for tasks to be offloaded effectively, several critical conditions must be met.
First, as outlined in the equations, the cost associated with offloading computation to the
edge server must be lower than the cost of local computing. This consideration is funda-
mental in ensuring cost efficiency and justifying the decision to leverage edge resources
for computation. By conducting a cost–benefit analysis, we can determine the optimal
allocation strategy that minimizes expenses while maximizing performance.

3.7. Lagrange Duality Resource Optimization Algorithm (LDROA)

The LDROA transforms optimization problems with constraints into unconstrained
ones by introducing Lagrange multipliers which enforce the constraints and adjust the
objective function to find the best solutions. In the context of MEC, this algorithm dynami-
cally distributes resources for task execution while ensuring that QoS standards, resource
availability, and limitations are met. It guarantees efficient task execution even in the face
of system changes by adapting resource allocation accordingly. In our research, the LDROA
plays a pivotal role in dynamically allocating resources for offloaded tasks, responding to
fluctuations in available resources or changes in QoS requirements to optimize resource
utilization and task execution. This involves formulating an objective function aimed at
minimizing task execution time, integrating constraints, and introducing Lagrange multipli-
ers to fine-tune resource allocation. Through iterative solving of primal and dual problems,
the algorithm facilitates the identification of the most optimal resource allocation while
adhering to the specified constraints. The solution for resource adjustment of our work
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via the Lagrange Duality algorithm is presented in (15) following the constraints from (16)
and (17). We can form the Lagrangian function by introducing a Lagrange multiplier and
modifying the objective function with it as expressed in (18).

f (x) = min ∑
i∈Io f f

(
Ci
Vr

i

)
(15)

s.t. Vr
i > 0 and ∑

n∈N
(Vr

i ) ≤ Vr
m (16)

g(x) = Vr
i − Vr

m (17)

L(x, λ) = f (x) + λ(g(x) (18)

where L is the Lagrangian optimization problem symbol, f (x) is the objective function to
be minimized, g(x) is the constraint function (in this case, (x) = Vr

i − Vr
m), and λ is the

Lagrange multiplier; therefore, after replacing it into the Lagrangian, we obtain (19) and
(20). By taking the first derivative of L(x, λ) with respect to Vr

i , we obtain

f (x) = min ∑
i ϵ Io f f

(
Ci
Vr

i

)
(19)

min L(x, λ) = ∑
i ϵ Io f f

(
Ci
Vr

i

)
+ λ

 ∑
i∈Io f f

Vr
i − Vr

m

 (20)

where Vr
i is the minimum resource for task i, ∑ iϵIo f f are the total numbers of offloading

tasks, and Vr
m is the total available resource of the edge server.

In our work, we propose a solution for dynamically adjusting resources using the
Lagrange Duality algorithm, as specified in Equation (15), which is formulated based on
the constraints provided in Equations (16) and (17). These constraints play a crucial role
in defining the boundaries within which resource adjustments can be made effectively.
To formalize this solution, we introduce the Lagrange multiplier into the Lagrangian
function, as depicted in Equation (18). The Lagrangian function serves as a comprehensive
framework for incorporating both the objective function and the constraints into a unified
optimization problem. By integrating the Lagrange multiplier into the objective function,
we effectively modify the optimization process to account for the constraints imposed by
the system. The Lagrange multiplier acts as a scaling factor that influences the trade-off
between optimizing the objective function and satisfying the constraints. The introduction
enables us to transform the constrained optimization problem into an unconstrained one,
facilitating the application of optimization techniques to find the optimal solution. We
can introduce Lagrange multipliers, which are additional variables used to enforce the
constraints. The Lagrange multipliers are used to adjust the objective function and find
the optimal resource allocation for the task. The Lagrange Duality algorithm involves
iteratively solving two optimization problems: the primal problem and the dual problem.
The primal problem involves minimizing the objective function subject to constraints,
while the dual problem involves maximizing the Lagrangian function, which is a modified
version of the objective function that incorporates the Lagrange multipliers. By solving
these two problems iteratively, we can find the optimal resource allocation that minimizes
the execution time of the task subject to the constraints. The Lagrange Duality algorithm
allows for dynamic adjustment of the resource allocation in response to changes in the
system and ensures that the task is executed efficiently and effectively while meeting the
QoS requirements. The derived Functions (21)–(24) are just the process of mathematical
formulas to calculate the minimum resource for task i assigned by the edge server. We
derivate Equation (21) first with respect to λ so that we can obtain the maximum value
of λ. The value of λ, which is the Lagrange multiplier, is ranked between zero and one
for the purpose of optimization. So, based on Equation (22), if we can find the maximum
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value of λ, then we can find the minimum value of required resource (Vr
i ) for task i, which

is revealed in the mathematical formula in Equation (24).

∂yL(v, λ)

∂Vr
i

= λ − Ci(
Vr

i
)2

(21)

(V r
r
)2

λ = Ci → Vr
i =

√
Ci
λ

(22)

minL(x, λ) = ∑
i∈Io f f

Ci
Vr

i
+ λ

 ∑
i∈Io f f

Vr
i − Vr

m

 (23)

Vr
i =

√
Ci
λ

→Vr
i =

Vr
i

∑ i ∈ Io f f
(24)

3.8. Proposed Solution and Algorithm Design

The algorithms estimate the total latency and cost from the local model, and also
the total latency and cost from the offloading model. In the offloading model, first, the
process starts by initializing all the parameters needed for resource allocation, such as the
available computational resources, the tasks that need to be performed, and the constraints
on the allocation [45]. Second, is the resource allocation problem. This step is implemented
to solve the resource allocation problem. It involves assigning tasks to the available
computational resources at the edge server in a way that optimizes total latency and meets
with the requirement of IoT time constraints. Third is the offloading decisions. Once the
resource allocation problem is solved, the next step is to extract the offloading decisions
from the solution, which is the local model or the offloading model. Finally, after the
decision is selected, the optimal solution can be obtained in terms of energy and latency
saving. Figure 2 shows more details of the flowchart of the algorithm in the proposed
approach of LDROA. First, the process starts by initializing all the parameters needed for
resource allocation, such as the available computational resources, the tasks that need to
be performed, and the constraints on the allocation. The next step is to solve the resource
allocation problem, which involves assigning tasks to the available computational resources
in a way that optimizes some objective function, such as minimizing the total time or energy
required to perform the tasks. Once the resource allocation problem is solved, the next
step is to extract the offloading decisions from the solution. This involves determining
which tasks should be offloaded to edge and which tasks should be performed locally on
the device. In some cases, the resource allocation problem may be too complex to solve
directly. In these cases, Lagrange Duality can be used to simplify the problem and find
an approximate solution. This involves introducing Lagrange multipliers to convert the
constraints of the problem into the objective function, which can then be optimized using
standard methods. After the resource allocation problem is solved, the computational
resources may need to be adjusted to ensure that the tasks are performed optimally. This
involves iteratively adjusting the resources and evaluating their performance until the
optimal resource allocation is reached. Once the optimal resource allocation is determined,
the tasks can be mapped to the allocated resources, and the computation can be performed.
If the adjusted resources do not converge to the minimum, the process will need to be
repeated until the optimal solution is reached.

Algorithm 1 shows the flow of our proposed approach. In the described context, the
algorithm focuses on predicting the total cost of local task computation and offloading it to
the edge server, taking into account the time constraints of the IoT application.
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Figure 2. Flowchart of the algorithm.

The aim of the algorithm is the prediction of the total cost, which encompasses various
factors such as computation expenses, data transmission costs, and resource utilization
fees. By accurately estimating these costs, the algorithm can make informed decisions
regarding task offloading, ensuring that the chosen strategy aligns with the overarching
objectives of minimizing expenses while meeting performance requirements. Importantly,
the algorithm considers the unique time constraints inherent in IoT applications, where
timely data processing and response are paramount. By incorporating these constraints
into the decision-making process, the algorithm ensures that offloaded tasks are executed
within the stipulated time limits, thereby guaranteeing the timely delivery of services and
maintaining the integrity of the application. The algorithm accounts for the dynamic nature
of edge computing environments, where resource availability and network conditions may
vary over time. By adapting to these changes and adjusting resource allocation accordingly,
the algorithm optimizes the overall cost effectiveness of task offloading while maintaining
reliability and performance. The requirements for the algorithm include the resources
available, task size, and time constraints. To calculate the total cost, the algorithm considers
both the energy and time required for task computation. For local task computation, the
amount of energy and time needed to compute the task depends on the available resources
of the user devices. If the devices have higher computational capacity or more resources,
the local task computation will be faster. If the cost of computation is lower when offloading
to the MEC system compared to performing the task locally on the user device and the
total execution time at the MEC system is within the time constraints, the user device will
offload the task to the MEC system. However, if the total latency at the edge exceeds the
time constraints but the total execution time locally on the user device is shorter than the
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time constraints, our algorithm will prioritize executing the task locally. According to
Algorithm 1, I is the total number of computational tasks and i defines the iterations. The
outputs are x, l, e, and c where x is the offloading decision, l is the total latency, e is the total
energy, and , c is the computation cost. In the simulation, we set the algorithms to iterate 60
times, and the algorithms can converge while the number of 40 iterations is reached. The
algorithm detail explanation is already included in the proposed flowchart.

Algorithm 1: Local and edge server computation time, energy, and cost.
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The algorithmic flow of a proposed approach focuses on predicting the total cost of
local task computation and offloading it to an edge server within the constraints of an IoT
application. The algorithm considers various factors, including available resources, task
size, and time constraints. It calculates the total cost by considering both the energy and
time required for task computation. The algorithm provides a systematic way to decide
whether to perform computation locally or offload it to an edge server based on resource
availability, task size, and time constraints, optimizing for energy and time efficiency to
achieve cost effectiveness in IoT applications. In summary, Algorithm 1 encapsulates a
systematic approach to task offloading in IoT applications, emphasizing the prediction of
total costs and the fulfillment of time constraints. Through its comprehensive framework,
the algorithm facilitates efficient resource management and decision making, ultimately
enhancing the scalability, reliability, and cost efficiency of edge computing systems in
IoT environments.
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4. Experimentation and Result Evaluations
4.1. Simulation Setting and Parameters

For our simulation, we modeled a heterogeneous network that is represented by
20 user devices and composed of five small base stations and one main base station, which
represents multi-user and multi-MEC, and all small base stations are connected to the main
base station. The power gain (gnj) is set to 100 milliwatts (mw). Next, the noise power (n0),
which refers to the amount of random electrical energy that interferes with the transmitted
signal during wireless communication in a RAN, is set to −100 dBL. Additionally, according
to [41], we consider that there is no inner-cell interference in wireless fronthaul. The system
bandwidth (Wnj) is set to 10 Megahertz (MHz). The size of the input tasks (Di) is randomly
distributed within the range of 1.5 KB to 2 KB. The computing resources of the MEC
server (Ci) are set to 1 GHz, 1.5 GHz, 2 GHz, 2.5 GHz, and 3 GHz, respectively. The
available computing resources of the user devices (V loc

i ) are randomly assigned from 10 to
100 MHz [14]. The number of the required CPU cycles per bit is Ci = 20 cycles. The time
constraint (Tmax) of mission-critical delay-sensitive signaling (e.g., MC-PTT signaling, MC
Video signaling) IoT applications is set to less than 60 ms based on 3GPP TS Release V17.1.0
(2021-06). The set of transmission powers (ptr

n ) for each UE is set to 200 mw. This means
that the UE is capable of transmitting signals at power levels within this range, which can
be used for wireless communication with other devices or networks. We set the number
of iterations (i) to 60, and our algorithm is able to obtain the optimal result after it reaches
40 iterations. The performance metric that is used is total latency in milliseconds (ms), total
cost that includes both energy and latency.

4.2. Proposed and Reference Schemes

To comprehensively assess the efficacy of our proposed approach, we undertake a
rigorous comparative analysis against a set of reference schemes in our study. This compar-
ative evaluation provides valuable insights into the relative performance and advantages
of our proposed idea in contrast to existing methods commonly employed in edge com-
puting environments. The reference schemes considered in our evaluation encompass a
diverse range of offloading strategies, each with its unique characteristics and optimization
goals. First, the Random Offloading scheme serves as a baseline approach, where tasks are
offloaded to edge servers randomly without considering any optimization criteria. This
simplistic strategy provides a benchmark for assessing the performance improvements
achieved by more sophisticated offloading techniques. Second, the Load Balancing scheme
aims to evenly distribute computational tasks among available edge servers to minimize
resource contention and maximize resource utilization. This approach prioritizes load
balancing across the network, thereby enhancing system scalability and responsiveness.
Third, the Greedy Latency Offloading scheme focuses on minimizing latency by offloading
tasks to the nearest edge server with the lowest latency. This strategy prioritizes latency
optimization, ensuring rapid response times and improved user experience, particularly
in latency-sensitive applications. By comparing our proposed idea against these reference
schemes, we can evaluate its performance across various dimensions, including latency
reduction, cost efficiency, resource utilization, and scalability. Through extensive experi-
mentation and analysis, we aim to demonstrate the superiority of our proposed approach
in optimizing task offloading decisions and enhancing the overall effectiveness of edge
computing systems. Furthermore, the comparative evaluation provides valuable insights
into the strengths and limitations of different offloading strategies, thereby informing future
research directions and advancements in the field of edge computing. By systematically
evaluating and benchmarking our proposed idea against established reference schemes,
we contribute to the ongoing discourse on optimizing resource allocation and improving
the performance of edge computing environments. Based on [33], the Random Resource
Offloading scheme tasks are randomly offloaded to available resources such as edge servers
without considering factors such as resource availability, network conditions, or energy con-
sumption. Indeed, the utilization of simplistic or Random Offloading approaches can lead
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to several undesirable outcomes within edge computing environments. One notable conse-
quence is inefficient resource utilization, where computational tasks may not be allocated
optimally across available resources. As a result, certain edge servers may be underutilized
while others are overwhelmed, leading to uneven resource distribution and suboptimal
performance. This approach may result in inefficient resource utilization, longer latencies,
and greater energy consumption. Overall, the use of Random Offloading strategies poses
significant challenges in terms of resource management, latency optimization, and energy
efficiency within edge computing environments.

The Load Balancing resource offloading scheme is a technique used to optimize the
usage of resources on edge servers. The goal of this scheme is to distribute the workload
evenly across multiple servers or nodes in the system to prevent overloading and ensure
equal resource allocation for each task. A load balancer evaluates the available resources
on the system equally and decides which node or server is best suited to handle the task.
Implementing Load Balancing mechanisms adds complexity to the system architecture,
introducing overhead in terms of computational and management resources. Addition-
ally, reliance on centralized controllers or algorithms can create a single point of failure,
undermining system reliability and fault tolerance. Moreover, Load Balancing may in-
troduce network overhead, impacting latency and consuming bandwidth, particularly in
distributed environments. Despite the goal of evenly distributing the workload, variations
in task characteristics and resource capabilities may result in unequal resource utilization,
affecting system performance. Furthermore, traditional Load Balancing approaches may
struggle to adapt to dynamic changes in workload and resource availability, leading to
suboptimal task allocation.

In the Greedy Latency offloading scheme, the offloading decision is made based on
the estimated latency of executing the task locally on the user device or offloading the
task to the edge server. The offloading decision is greedy in the sense that it always
chooses the option with the lowest estimated latency without concerning too much about
energy or cost consumption. One weakness of the Greedy Latency offloading scheme
is that it does not consider the available resources on the edge server or the network
conditions. The offloading decision is solely based on minimizing latency, and it may
result in overloading some edge servers or congested networks. To summarize, the Greedy
Latency offloading scheme, while effective in minimizing latency, may also present several
drawbacks. Primarily, its locally optimal choices at each step without considering the
available resource at edge server can lead to suboptimal resource utilization and cost
efficiency. Tasks may be offloaded based solely on immediate latency, potentially resulting
in resource imbalances among edge servers and inefficient utilization. Additionally, the
scheme’s reliance on network latency as the primary criterion for task allocation may
make it sensitive to variable network conditions, risking network congestion and degraded
performance. Moreover, Greedy Latency schemes may overlook energy consumption
considerations, potentially leading to increased energy usage and operational costs. Overall,
while effective in improving responsiveness, the Greedy Latency offloading scheme must
be employed judiciously considering its potential drawbacks in resource management,
network congestion, and computation cost.

Finally, the proposed LDROA algorithm can be used to consider on/offloading de-
cisions and find the minimum execution time for a given task at edge node, subject to
various constraints such as resource availability resource limits and the requirements of
the IoT time constraint. By using Lagrange, the proposed approach can provide an ef-
fective way of adjusting the available resources for each task. This can result in a more
optimal resource allocation scheme, leading to reduced energy consumption, lower latency
costs, and decreased computation costs. For example, if a task requires a large amount of
computing power but has a low-latency requirement, the Lagrange method can adjust the
resource allocation to favor computing power over latency. The joint offloading decisions
and resource allocation by Lagrange, which is called the LDROA, can provide a more
effective way of minimizing both computation time and computation cost in the model.
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The main purpose of our algorithms is to save energy on user devices and optimize resource
allocation for offloading tasks to edge servers. This dual objective aims to enhance both
the battery life of user devices and the overall latency for tasks executed at edge servers.
That is why we consider the computation cost for comparison in our algorithm. First,
LDROA outperforms Load Balancing because the goal of Load Balancing is to distribute
the workload evenly across multiple servers or nodes in the system to prevent congestion
and ensure equal resource allocation for each task. In this scheme, the workload is analyzed
to determine the number of resources required to complete the task. The load balancer then
evaluates the resources available in the system and decides which node or server is best
suited to handle the task. For example, in our work, some tasks need to be offloaded to
the same edge server, which provides the resources for the tasks to be executed equally by
not considering local execution on the user device at all. Therefore, it is not as effective as
our proposed approach. Load Balancing can save energy on user devices, but it can take
much time to execute the task, leading to higher computation costs as well as computation
latency. So, our proposed algorithm can make intelligent offloading decisions and optimize
resources for tasks on edge servers, thereby reducing the total cost and total latency. This
approach ensures that the total available MEC server resources meet the task requirements
and time constraints while saving energy on user devices.

Second, the proposed LDROA can be superior to the method of Random Offloading,
because in the random resource offloading scheme that is mentioned in references [32,33],
tasks are assigned to available resources such as edge servers without considering factors
such as resource availability, network conditions, or power consumption. This approach can
result in inefficient resource utilization, longer latencies, and higher power consumption
because tasks may be assigned to resources that are not optimized for their execution.
This approach can result in the complex task being offloaded to the MEC server with
congestion or with a very little number of available resources for each task. This leads to
high congestion and increased execution time as well as computation costs. However, our
algorithm can dynamically adjust with the minimum required resource for each task so
that the remaining resource of the edge server can be well utilized for the next coming task.
Our algorithms not only elastically adjust the resource to minimize the cost and latency, but
also proactively estimating the total communication and computation cost of the tasks on
the edge server and computation cost on the user device and make the optimal decision of
whether the task should be uploaded or just computed locally by considering the maximum
time constraint of the IoT application utilized in this work. According to this process of
algorithm work, that is why we clarify that our algorithms are good.

Third, the proposed LDROA can be superior to the method of Greedy Latency offload-
ing because the Greedy Latency offloading mentioned in [31,32] makes decisions based on
the estimated latency of executing the task locally on the user device or offloading the task
to the edge server. The offloading decision is greedy in the sense that it always chooses
the option with the lowest estimated latency without worrying too much about energy
or cost. If the latency of executing the task locally is lower than the latency of offloading
the task to the edge server, the task will be executed locally on the user device, even if
the power or cost is higher on the edge server. If the estimated latency of offloading the
task to the edge server is lower than executing the task locally, the task is offloaded to
the edge server for execution without regard for compute cost or energy. A weakness of
the Greedy Latency offloading scheme is that it does not take into account the available
resources on the edge server or network conditions. The offloading decision is based solely
on minimizing latency, and it may result in overloading some edge servers or congesting
networks. This means that all tasks appear to be offloaded to the edge server with the
highest computing capacity rather than considering its available resources. In contrast,
our proposed algorithms can dynamically adapt to each task with the minimum required
resource, so that the remaining resource of the edge server can be well utilized for the next
coming task.
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5. Simulation Result and Discussion
5.1. Simulation Based on User Device Computing Capacity

The computing capacities of the user device within 10, 20, 30, 40, 50, 60, 70, 80, 90,
and 100 MHz are taken for the experiment. For the performance metric used in the result,
we consider only the total latency in seconds and the total cost for explanation. However,
for easy understanding, the result of total latency is converted to millisecond mapping
to meet the time constraints of IoT applications. In total cost, the value comes from total
latency in seconds and total energy in j. That is why there is a big range between latency
and cost value.

In Figure 3 on the left side, we compare the performance of total latency on average in
terms of the user device computing capacity. In numerical results, the proposed approach
incorporates a blend of local computing and offloading to an edge server, yielding the
following total latency values in milliseconds for each level of computing capacity of the
user devices: 32.42, 17.22, 12.15, 9.62, 8.10, 7.09, 6.36, 5.82, 5.40, and 5.06. These findings
demonstrate that as the computing capacity of the user device increases, the total latency
decreases, indicating the effectiveness of the proposed approach in latency reduction. In
comparison to the proposed approach, the conventional scheme comprises three methods:
Greedy Latency, Load Balancing, and Random Offloading. Greedy Latency has a total
latency in ms of 35.14, 25.54, 22.34, 20.74, 19.78, 19.14, 18.68, 18.34, 18.07, and 17.86 according
to the computing capacity of the user device of 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 MHz,
respectively. Load Balancing can obtain a total latency of 35.54, 26.74, 23.81, 22.34, 21.46,
20.88, 20.46, 20.14, 19.90, and 19.70 according to the computing capacity of the user device
of 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 MHz, respectively. Finally, Random Offloading
is less efficient than other approaches, with a total latency of 36.46, 28.46, 25.79, 24.46,
23.66, 23.13, 22.75, 22.46, 22.24, and 22.06 according to the computing capacity of the user
device of 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 MHz, respectively. If we compare the
performance of total latency on average in terms of the user device computing capacity,
when the computing capacity of the user device increases from 10 MHz to 100 MHz, the
total latency of our proposed approach is 97.46% better than that of Greedy Latency, 111.51%
better than that of Load Balancing, and 130.28% better than that of Random Offloading.
Overall, the proposed approach outperforms all three conventional schemes in terms of
latency reduction, and as the computing capacity of the user device increases, the proposed
approach’s latency reduction becomes even better.
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In Figure 3 on the right side, we compare the performance of total cost on average
in terms of the user device computing capacity. The proposed approach results in the
lowest cost compared to other schemes. The Lagrange scheme can compute the total cost
of 0.0328, 0.0177, 0.0128, 0.0105, 0.0093, 0.0086, 0.0083, 0.0082, 0.0083, and 0.0085 based on
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user device computing capacity ranging from 10, 20, 30, 40, 50, 60, 70, 80, 90, to 100 MHz,
respectively. The Lagrange scheme’s total cost is based on user device computing capacities
ranging from 10 MHz to 100 MHz, with the total cost decreasing from 0.0328 to 0.0085 as
the device’s computing capacity increases. The Greedy Latency scheme can also provide a
low cost following the proposed approach, with total costs of 0.0386, 0.0290, 0.0259, 0.0245,
0.0237, 0.0233, 0.0230, 0.0230, 0.0231, and 0.0232 based on user device computing capacities
ranging from 10 MHz to 100 MHz, respectively. The Greedy Latency scheme’s total cost
also decreases as the device computing capacity increases, ranging from 0.0386 to 0.0232.
The Load Balancing scheme results in an average total cost per device of 0.0395, 0.0307,
0.0279, 0.0265, 0.0258, 0.0254, 0.0252, 0.0252, 0.0252, and 0.0254 based on device computing
capacity ranking from 10 MHz to 100 MHz, respectively. Finally, Random Scheme can
obtain a total cost of 0.0420, 0.0341, 0.0315, 0.0303, 0.0296, 0.0292, 0.0291, 0.0290, 0.0291, and
0.0292 based on device computing capacities ranging from 10 MHz to 100 MHz, respectively.
Random Access Scheme’s total cost decreases slightly as the device computing capacity
increases, ranging from 0.0420 to 0.0292. If we compare the performance of total cost on
average in terms of the user device computing capacity, when the computing capacity of
the user device increases from 10 MHz to 100 MHz, the total cost of our proposed approach
is 105.84% better than that of Greedy Latency, 121.44% better than that of Load Balancing,
and 150.48% better than that of Random Offloading. Overall, the proposed approach is
shown to be the most energy-efficient approach for offloading and executing tasks on user
devices, with lower total costs than the other three schemes.

5.2. Simulation Based on Different Numbers of Tasks

In Figure 4 on the left side, we compare the performance of total latency on average
in terms of different number of tasks. The number of tasks being offloaded to an edge
server can affect the performance of latency, energy, and computation costs. Offloading a
large number of tasks to an edge server can increase the overall latency of the system, as
the edge server has to process all the tasks it receives. This can result in increased waiting
times for users, which can negatively impact user experience. Offloading a large number
of tasks to an edge server can also increase the energy consumption of the system as well
as the computation cost of the system. This can result in increased power consumption
and reduced battery life, which can be particularly important for user devices. The figure
shows the total latency in ms obtained by each approach. The proposed Lagrange approach
achieves a total latency of 6.40, 12.80, 24.45, 38.40, 51.20, and 64.00 ms according to the task
numbers of 20, 40, 80, 120, 160, and 200, respectively. These results demonstrate that as the
number of tasks increases, the proposed algorithm still performs well in reducing latency.
In contrast, the conventional approaches show different results: Greedy Latency has total
latencies of 35.14, 39.56, 77.96, 118.67, 158.23, and 197.79 ms according to the task numbers
of 20, 40, 80, 120, 160, and 200, respectively. Load Balancing can obtain total latencies of
35.54, 42.93, 84.70, 128.77, 171.70, and 214.62 ms according to the task numbers of 20, 40,
80, 120, 160, and 200, respectively. Finally, Random Offloading has a total latency of 23.66,
47.32, 93.48, 141.95, 189.26, and 236.58 ms according to the task numbers of 20, 40, 80, 120,
160, and 200, respectively, which is less efficient than the other approaches. If we compare
the performance of total latency on average in terms of different numbers of tasks, when
the task number increases from 20 to 200, the total latency of our proposed approach is
218.05% better than that of Greedy Latency, 243.86% better than that of Load Balancing, and
271.23% better than that of Random Offloading. Overall, the results show that the proposed
Lagrange approach still outperforms conventional approaches in terms of reducing latency,
especially as the number of tasks increases.
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In Figure 4 on the right side, we compare the performance of total cost on average in
terms of different numbers of tasks. The proposed Lagrange approach achieves total costs
of 0.0072, 0.0144, 0.0255, 0.0432, 0.0576, and 0.0720 according to the task numbers of 20,
40, 80, 120, 160, and 200, respectively. These results indicate that the proposed algorithm
effectively reduces computation costs even as the number of tasks increases. On the other
hand, the conventional approaches yield different outcomes: Greedy Latency has total
costs of 0.0386, 0.0474, 0.0934, 0.1421, 0.1894, and 0.2368 according to the task numbers of
20, 40, 80, 120, 160, and 200, respectively, while Load Balancing can obtain a total cost of
0.0395, 0.0516, 0.1020, 0.1534, 0.2066, and 0.2582. Lastly, Random Offloading yields a total
cost of 0.0296, 0.0592, 0.1171, 0.1776, 0.2368, and 0.2959 as the number of tasks ranges from
20 to 200, respectively. If we compare the performance of total cost on average in terms of
different numbers of tasks, when the task number increases from 20 to 200, the total cost of
our proposed approach is 240.02% better than that of Greedy Latency, 268.94% better than
that of Load Balancing, and 316.64% better than that of Random Offloading. Overall, these
findings suggest that the proposed Lagrange approach outperforms conventional methods
in terms of reducing costs, particularly as the number of tasks increases.

5.3. Simulation Based on Different Numbers of MEC Servers

The number of MEC servers can have a significant impact on offloading latency costs
and energy consumption in the edge node. Generally, adding more MEC servers to the
system can reduce the offloading latency cost, as tasks can be distributed across multiple
servers and processed in parallel, leading to faster processing times. However, adding more
servers can also increase energy consumption, as each server requires power to operate.
The optimal number of MEC servers for a given MEC system depends on various factors,
including the workload characteristics, the performance requirements, and the energy
constraints. For instance, if the workload is highly parallelizable and energy consumption
is a key concern, adding more servers can lead to better performance and energy efficiency.
On the other hand, if the workload is less parallelizable and energy consumption is not a
limiting factor, a smaller number of servers may suffice.

In Figure 5 on the left side, we compare the performance of total latency on average in
terms of different numbers of MEC Servers. The given information presents the results of a
comparison between the proposed scheme and three conventional offloading approaches:
Greedy Latency, Load Balancing, and Random Offloading based on different numbers of
MEC servers, including 2, 4, 6, 8, and 10. The proposed scheme achieves total latencies in
ms of 62.88, 60.60, 58.49, 56.41, and 54.28 according to the MEC numbers of 2, 4, 6, 8, and
10, respectively. These results indicate that the proposed scheme performs well in reducing
latency as the number of MEC servers increases. In comparison to the proposed scheme,
the Greedy Latency approach achieves total latencies of 62.87, 61.60, 59.20, 57.89, and
56.67 according to the MEC numbers of 2, 4, 6, 8, and 10, respectively. Similarly, the Load
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Balancing approach achieves total latencies of 62.92, 61.58, 60.39, 59.16, and 57.91 according
to the MEC numbers of 2, 4, 6, 8, and 10, respectively. The Random Offloading approach
obtains total latencies of 63.06, 62.06, 61.00, 59.87, and 58.67 according to the MEC numbers
of 2, 4, 6, 8, and 10, respectively. If we compare the performance of total latency on average
in terms of different numbers of edge servers, when the number of edge servers increases
from 2 to 10, the total latency of our proposed approach is 1.90% better than that of Greedy
Latency, 3.18% better than that of Load Balancing, and 4.10% better than that of Random
Offloading. Overall, the results show that the proposed scheme and the conventional
approaches demonstrate varying levels of performance in reducing latency based on
the number of MEC servers. However, the proposed scheme outperforms conventional
approaches in reducing latency, particularly as the number of MEC servers increases.
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In Figure 5 on the right side, we compare the performance of total cost on average
in terms of different MEC servers. As the number of MEC servers varies from 2 to 10,
the proposed Lagrange method achieves lower total costs of 0.0633, 0.0618, 0.0605, 0.0592,
and 0.0578. These results indicate that the proposed algorithm is effective in reducing
computation costs even when the number of tasks increases. In contrast, conventional
approaches have different results. Greedy Latency yields total costs of 0.0633, 0.0624, 0.0610,
0.0606, and 0.0598, while Load Balancing results in a total cost of 0.0633, 0.0625, 0.0617,
0.0609, and 0.0603. Lastly, Random Offloading produces a total cost of 0.0635, 0.0629, 0.0622,
0.0614, and 0.0606 according to the MEC numbers of 2, 4, 6, 8, and 10, respectively. If
we compare the performance of the total cost on average in terms of different numbers
of edge servers, when the number of edge servers increases from 2 to 10, the total cost
of our proposed approach is 1.49% better than that of Greedy Latency, 2.02% better than
that of Load Balancing, and 2.64% better than that of Random Offloading. These findings
indicate that the proposed Lagrange approach is slightly superior to conventional methods
in reducing costs, particularly as the number of MEC servers increases.

5.4. Simulation Based on Congestion Condition

Congestion in mobile edge computing occurs when the network or resources in the
infrastructure are overloaded with a high volume of data or requests. This overload leads
to delays, increased latency, and degraded performance for applications and services.
Congestion can result from factors like high user demand, limited network bandwidth,
inadequate processing capacity, or improper resource allocation. Effective management
of congestion is essential to maintain the efficient and reliable operation of mobile edge
computing systems. By implementing strategies like Load Balancing, resource provisioning,
and traffic prioritization, congestion can be alleviated, and the overall performance of
mobile edge computing can be improved. However, our proposed approach based on
Lagrange can perform better in congestion conditions.
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In Figure 6 on the left side, we compare the performance of total latency on average
in terms of different congestion conditions. The figure shows the total latency in seconds
obtained by each approach. The proposed Lagrange approach achieves total latencies
between 0.02 and 0.06 s under the no-congestion condition. Next, in low-congestion
conditions, it can achieve a total latency between 2.56 and 3.20 s. In moderate congestion,
the total latency is 32.00 s, and finally it is 64.00 s in high-congestion conditions. These
results demonstrate that even in conditions of high congestion, the proposed algorithm
still performs well in reducing latency. In contrast, the conventional approaches show
different results: Greedy Latency achieves total latencies between 0.08 and 0.20 s under the
no-congestion condition. Next, in low-congestion conditions, it can obtain a total latency
between 7.91 and 9.89 s. In moderate congestion, the total latency is 98.89 s, and finally it is
197.79 s in high-congestion conditions. Load Balancing can obtain total latencies between
0.08 and 0.21 s under the no-congestion condition. Next, in low-congestion conditions, it
can obtain a total latency between 8.58 and 10.73 s. In moderate congestion, the total latency
is 107.31 s, and it is 214.62 s in high-congestion conditions. Finally, Random Offloading
has a total latency between 0.09 and 0.24 s for the no-congestion condition. Next, in low-
congestion conditions, it can obtain a total latency between 9.46 and 11.83 s. In moderate
congestion, the total latency is 118.29 s, and finally it is 236.58 s in the high-congestion
condition. If we compare the performance of the total latency on average in terms of all
congestion conditions, the total latency of our proposed approach is 209.07% better than
that of Greedy Latency, 235.36% better than that of Load Balancing, and 269.69% better
than that of Random Offloading scheme.
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In Figure 6 on the right side, we compare the performance of total cost on average in
terms of different congestion conditions. This figure presents a comparison of total cost
between the proposed Lagrange approach and three conventional task offloading schemes
in congestion conditions such as no congestion, low congestion, moderate congestion,
and high congestion. The figure shows the total cost obtained by each approach. The
proposed Lagrange approach achieves a total cost between 0.0255 and 0.0720 under no-
congestion conditions. Next, in low-congestion conditions, it can achieve a total cost
between 2.8800 and 3.6000. In moderate congestion, the cost is 36.0000, and finally it is
72.0000 in high-congestion conditions. These results demonstrate that even in conditions
of high congestion, the proposed algorithm still performs well in reducing computation
costs. In contrast, the conventional approaches show different results: Greedy Latency
achieves a total cost between 0.0934 and 0.02368 under the no-congestion condition. Next,
in low-congestion conditions, it can obtain a total cost between 9.4721 and 11.8401. In
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moderate congestion, the total cost is 118.4000, and finally it is 236.8000 in high-congestion
conditions. Load Balancing can obtain total costs between 0.1020 and 0.2582 under the
no-congestion condition. Next, in low-congestion conditions, it can obtain a total cost of
between 10.3284 and 12.9104. In moderate congestion, the total cost is 129.1050, and it is
258.21 in high-congestion conditions. Finally, Random Offloading has a total cost between
0.1171 and 0.2989 for the no-congestion condition. Next, in low-congestion conditions,
it can obtain total cost between 11.8376 and 14.7970. In moderate congestion, the total
cost is 147.0000, and finally it is 295.94 in high-congestion conditions. If we compare the
performance of the total cost on average in terms of all congestion conditions, the total cost
of our proposed approach is 228.90% better than that od Greedy Latency, 258.63% better
than that of Load Balancing, and 310.19% better than that of Random Offloading. Overall,
the results show that the proposed Lagrange approach outperforms the conventional
approaches very well in reducing energy, latency, and computation costs, especially in
high-congestion conditions.

6. Conclusions and Future Works

In our work, we use the LDROA to jointly provide smart offloading decisions and
optimize resources for each task being offloaded at an edge server. This approach ensures
that the total available resource of the MEC server is not lesser than the that of the adjusted
resource for each task and that the available resource is greater than zero, thus finding the
minimum resource provided by the MEC server for computing the task. The execution
task must meet the time constraint of mission-critical delay-sensitive signaling, for which
the time constraint is 60 ms, while saving energy on user devices. We can see that the
performance of our algorithms is much better than that of the models showcased in other
existing work, such as Random Offloading, Load Balancing, and Greedy Latency schemes,
in terms of total latency and total cost, which means that the proposed method can both
save energy in user devices and obtain optimal total latency for IoT applications. The
LDROA can make intelligent offloading decisions and optimize resources for tasks on
edge servers. This approach ensures that the total available MEC server resources meet
the task requirements and time constraints while saving energy on user devices. Our
method achieves superior performance by reducing energy consumption in user devices
and achieving optimal latency for IoT applications.

In our future work, we will extend our simulation based on the two main conditions of
different system bandwidths and the transmission power of user devices. We will conduct
simulations to evaluate the performance of Lagrange Duality optimization based on the
system bandwidth provided by the base station for each user device. We will vary the
transmitting power of user devices, the bandwidth capacities, and the congestion condi-
tion to analyze how these factors affect the system’s overall performance. By extending
the simulation to cover different scenarios, we can gain more insights into how the sys-
tem performs under various conditions and identify potential problems that may affect
system performance.
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