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Abstract: This paper aims to investigate the feasibility of using system power consumption as a factor
to improve laptop heat dissipation. The problems due to the CPU overheating are addressed. Based
on the Taguchi method, the laptop fan parameters can be optimized with firmware adjustments
only. In the Taguchi analysis, the fan speed, system power, and debounce time are considered as
control factors, while the Cinebench point is utilized to evaluate the CPU performance. Experimental
results demonstrate that the proposed heat dissipation scheme effectively reduces the idle time of a
laptop fan. The improvement in heat dissipation can reduce CPU performance degradation because
of overheating. According to the best combination of control factors, there is approximately a 5%
increase in CPU performance despite a 0.35% increment in power consumption. This paper highlights
the effectiveness of optimizing laptop fan parameters through firmware adjustments to improve heat
dissipation and mitigate CPU overheating issues. Moreover, the study highlights the delicate balance
between power consumption and performance gains. While there may be a slight increase in power
consumption associated with the optimized heat dissipation scheme, the observed improvements in
CPU performance outweigh this incremental power usage.

Keywords: heat dissipation; system power; laptop; Taguchi method

1. Introduction

Nowadays, the thinness and compactness of laptop computers have become a major
trend in the consumer electronic market. However, this design trend also poses a serious
challenge to heat dissipation. The performance of laptop heat dissipation is affected by the
compressed internal space that causes performance degradation of the central processing
unit (CPU). Therefore, it becomes important to improve the heat dissipation problem in
laptops.

In general, when a current flows through an electronic component, there is some
power loss, which is usually converted to heat energy in the surroundings. In modern
electronic devices, compactness and small size are the prevailing development trends.
As the computing performance increases, the limitation of the space for heat dissipation
becomes more crucial. For instance, the higher the CPU’s computing performance, the
greater the generated heat inside the laptop. The accumulation of heat inside the laptop
casing can lead to a reduced lifespan of electronic components, indirectly causing a decrease
in processing efficiency.

Passive heat dissipation and active heat dissipation are two common methods used to
manage heat in laptops. Passive heat dissipation methods rely on natural processes such
as heat conduction, radiation, and convection to remove heat from electronic components.
Heat sinks and vaper chambers are commonly used in laptops and smartphones to manage
and distribute heat from CPUs. According to the way to conduct heat, the active heat
dissipation methods are divided into air cooling and liquid cooling [1–3]. Liquid cooling
involves the use of a liquid coolant, such as water or a specialized fluid, to remove heat
from electronic components. Liquid cooling is frequently employed in high-performance
computers for more efficient cooling. Air cooling refers to a cooling method that uses air
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as the primary medium to dissipate heat, typically using fans and heat sinks. Air cooling
in laptops is a common method to prevent overheating and maintain proper operating
temperatures for the internal components. Two-phase liquid cooling involves the use of
a coolant fluid that undergoes a phase change from liquid to vapor to absorb heat from
electronic components. The vapor then condenses back into liquid form in a separate
heat exchanger, releasing the absorbed heat [2]. The addition of nanoparticles to the base
fluid could alter its thermophysical properties, such as thermal conductivity, viscosity, and
specific heat capacity. Nanofluids have been explored for their potential application in
CPU cooling due to their high stability and enhanced thermal properties [4,5]. In practice,
the concerns regarding coolant selection and the risk of coolant leakage are similar in both
liquid cooling and two-phase liquid cooling systems.

In the earliest laptops, heat dissipation was primarily achieved using heat sinks and
fans positioned near the CPU. These components played a crucial role in preventing the
CPU from overheating by effectively dissipating the heat generated during operation [6].
To improve the heat dissipation performance, there were improvements in hardware
optimization and the operating logic of active components. For example, heat dissipation
copper tubes, heat dissipation fins, fan design, heat flow fluid, and fan control logic are
considered in the air-cooled heat dissipation system. The optimization of heat dissipation
copper tubes in the air-cooled cooling system is due to the improvement in the internal
filling. For example, a gallium–indium liquid alloy was added to the disguised material.
Based on the excellent thermal conductivity characteristics of gallium–indium liquid alloys,
the overall heat dissipation performance was improved [7]. The improvement in heat
dissipation fins was through changing the shape and arrangement. For example, different
geometric arrangements and redesigned shapes of the fins were considered. In simulations,
the use of cylindrical fins could be a better choice [8]. In [9], the authors also used different
arrangements of fins to investigate the related heat dissipation capacity. Thermal analysis
and optimization of the entire thermal module of a laptop were also addressed, where a
multi-objective optimization algorithm was used to optimize the thermal resistance of each
component [10].

Heat pipes are commonly used in laptops for heat dissipation. These are passive
thermal management devices that efficiently transfer heat away from heat-generating
components such as the CPU and GPU to areas with better airflow or cooling solutions.
In [11], a new type of vertical heat pipe radiator was presented for heat dissipation of
vertical CPUs, where some condensation ends were considered and the cooling wind
speed of the cold end of the vertical radiator was monitored. In [12], a novel solution was
introduced in the form of a three-dimensional, flat plate, aluminum, pulsating heat pipe for
the radial heat dissipation of high-power server chips. In [13], a loop heat pipe with a flat
evaporator was proposed to ensure the heat dissipation requirement of a high heat flux
server CPU. In [14], a U-shaped heat pipe-bonded heat sink was developed for CPU cooling.
Overall, the development of a shaped heat pipe bonded heat sink is an advancement in CPU
cooling technology, offering improved thermal performance, compatibility, and reliability
for high-performance computing systems.

Furthermore, a complete experiment on the relationship between the heat dissipation
capacity and the fan speed was conducted [15]. It suggested that higher fan speeds result in
more heat dissipation, which can help mitigate the risk of thermal overload and potential
collapse of the heat dissipation system by enhancing its ability to remove heat from the
components. According to the interdependence between fan speed and heat dissipation, the
adjustment of the fan startup logic can affect the ability to dissipate heat. In [16], the change
in temperature conditions was considered a factor in determining the fan speed to manage
heat dissipation, where a more stable power-saving heat dissipation logic was discussed. In
addition, the Taguchi method was applied to optimize the cooling performance for a data
center, where the flow rate, inlet–outlet configuration, and fan speed were addressed as the
control factors [17]. In summary, the decrease in temperature was primarily affected by the
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fan speed. By adjusting the fan speed, the system can effectively dissipate heat, ensuring
reliable performance and longevity of the components.

The Taguchi method has been widely used in various industries, including manu-
facturing, engineering, and product development, to improve quality, reduce variability,
and enhance overall performance. It provides a systematic and efficient approach to ex-
perimental design and optimization, making it a valuable tool for quality improvement
initiatives [18–22]. For example, the Taguchi experimental design was applied to optimize
the vacuum printing encapsulation process, where a combination of process parameters
was considered, including the squeegee moving speed, printing delay time, and the number
of squeegee printings [18]. The Taguchi method combined with the analysis of variance
was utilized to optimize the structure parameters of the receiving antenna [19]. The Taguchi
method has also been used for parameter optimization in electrical machinery, such as
optimizing geometric parameters and trigger positions of a coil gun [20] and optimizing
the magnetic field density in a permanent magnet motor [21]. Moreover, in the research of
biological chemistry, the Taguchi method was applied to investigate the optimal conditions
for the preparation of pure parapyruvate, where the concentration of the solution and the
pH value of the reaction were chosen as the control factors [22]. In [23], the Taguchi method
was utilized to optimize the operating conditions of a thermoelectric generator, where the
hot side temperature, the heat sink size, and the wind airspeed were the parameters to be
optimized. Moreover, with imprecise or subjective data, fuzzy and genetic algorithm-based
Taguchi methods have been investigated, which allow for a more realistic representation of
uncertainties, leading to robust and reliable optimization results [24–28]. In general, the
ways to improve heat dissipation can be categorized as liquid cooling and air cooling. The
complexity and cost of liquid cooling can be higher compared to air cooling.

In this paper, the used laptop is a finished product, equipped with a heat sink, copper
pipes, and fins, and using dual cooling fans as the active cooling components. To enhance
heat dissipation in a cost-effective and easy-to-implement manner, the method of active
control and improvement in heat dissipation components is adopted. By dynamically
adjusting fan speeds, the goal is to improve the overall thermal performance without the
need for major hardware modifications. Measuring power consumption is a crucial aspect
in the design, testing, and optimization of electronic systems and devices. In this paper,
through communication with the embedded controller (EC), the system power (Psys) can
be measured from the charger’s integrated circuit (IC). The logic of using temperature
alone as the starting condition of the fan has been changed to a mixed condition that
combines temperature and system power consumption. The improved dynamic fan speed
adjustment can provide better heat dissipation. The implementation of related hardware
and software architectures will be addressed. Also, the Taguchi method will be applied for
the optimization of system parameters, including fan speed, debounce time, and related
trigger conditions. The degree of influence of each factor is quantified using the analysis of
variance (ANOVA). Finally, we will compare the results of the Taguchi experiment with
the original system and analyze the costs and risks incurred by this thermal solution. This
will further elaborate on the advantages and feasibility of this approach. Through these
analyses and experiments, we will be able to provide a feasible solution to improve the
heat dissipation problem of laptops. The contributions of this paper are listed as follows:

1. By utilizing the Taguchi method, this paper explores the optimization of laptop fan
parameters solely through firmware adjustments. This approach offers a cost-effective
and non-invasive means to enhance heat dissipation without requiring hardware
modifications.

2. The experimental results indicate that the proposed heat dissipation scheme success-
fully reduces the idle time of the laptop fan. This improvement in fan operation
contributes to more efficient heat dissipation, consequently alleviating CPU overheat-
ing issues.

3. This study identifies the best combination of control factors that leads to a significant
improvement in CPU performance, with an observed increase of approximately 5%.
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Despite a slight increment of 0.35% in power consumption, the overall benefits in
terms of enhanced performance outweigh the minimal increase in power usage.

2. Materials and Methods
2.1. Experimental Materials

A laptop is considered as the experimental platform. The heat dissipation is performed
by a heat dissipation copper tube with heat dissipation fins. In addition, a dual cooling
fan is adopted as an active heat dissipation component. When internal waste heat is
generated, the heat transfer fluid inside the copper tube will passively dissipate heat until
the temperature triggers the fan start threshold. After the fan starts working, the heat
accumulated in the thermal copper tube will pass through the heat vent in the back cover
of the laptop to allow the fan to absorb cold air. Thus, the hot air is discharged through the
rear or side heat vent to complete the active heat dissipation.

In commercially available computers, most of the hardware control comes from the
embedded controller (EC). For example, the IT55xx series developed by ITE is a 16-bit single-
chip microcomputer that is responsible for controlling the timing of the most important
signals during the system opening process. In a laptop, the embedded controller continues
to operate and waits for the user’s power-on information, regardless of whether the power
is on or off, as long as the battery and adapter are not completely removed. In this work, the
EC is responsible for the monitoring of the power, battery, and hardware statuses. In detail,
the EC communicates with the charger’s IC through the I2C transmission protocol to control
the battery’s charging/discharging and the related performance of power consumption.
This allows the EC to effectively manage the use of power and batteries, ensuring their
performance and durability. The embedded controller can also monitor the temperature
of the computer to avoid damage caused by overheating. Some protective measures can
be taken if necessary, such as turning the power off or reducing system performance. In
addition, the EC can automatically adjust the fan speed to ensure proper heat dissipation.
There are many charging management ICs from different brands. In this work, the BQ2572X
series, developed by Texas Instruments, is adopted. Based on the arrow-voltage direct
charge (NVDC) charging architecture, which can calculate and report the system power
(Psys), the latter can be obtained. The CPU used in this work is the 12th generation mobile
processor launched by Intel in 2021, in which the basic power consumption and maximum
power consumption are crucial parameters that should be paid attention to.

2.2. Hardware and Signal Architecture

Usually, the adjustment of fan speed is mainly based on thermal conditions inside the
laptop. If the temperature increases, the fan speed increases more to dissipate the thermal
heat. In this work, the system power is considered to further improve the heat dissipation
performance, as shown in Figure 1.
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Figure 1. Scheme diagram of the fan speed adjustment based on temperature and system power.



Electronics 2024, 13, 882 5 of 18

In Figure 1, the embedded controller (EC) generates the required PWM signal for
fan speed control, and the real fan speed feeds back to the EC. Based on the temperature,
system power, and measured fan speed, the EC can transmit the proper voltage and current
settings to the charger’s IC for power management. The system power can be calculated as
follows:

Psys = Vad × Iad + Vbat × Ibat (1)

where Vad and Iad are the voltage and current provided by the adapter. In addition, Vbat
and Ibat are the voltage and current provided by the battery.

In this paper, debounce time settings are also used for piecewise speed increasing or
decreasing. To further improve the heat dissipation performance, the adjusting rules for the
fan speed proposed in this work are summarized in Table 1. In Table 1, both the thermal and
system power conditions are considered. To explain how the operating mechanism works,
the scenarios with and without consideration of system power are illustrated, respectively.
Based on the original method, the adjustment of the fan speed mainly relies on the thermal
conditions only. For example, when the temperature reaches 44 ◦C, triggered 20 times and
once a second, then the situation switches from stage 0 to stage 1, and the fan’s speed is
changed to 2300/2200 rpm. Similarly, at stage 2, as the temperature reaches 48 ◦C, triggered
15 times, the status switches to stage 3, i.e., the fan’s speed changes to 2950/2750 rpm. The
slowing-down situation can be operated similarly. In the modified strategy, the system
power (Psys) is taken into consideration. When the Psys reaches 65 W, the fan speed jumps
up one step every three seconds to the fourth level (3300/3080 rpm). As for the slowing
down of the speed, when the Psys drops below 52 W, the fan speed will drop by one
stage every four seconds. The new settings keep the same operation scenario based on
thermal conditions alone. Particularly, the modified fan speed adjustment takes the Psys as
one more parameter to adjust the fan speed. The feasibility and the performance will be
validated later.

Table 1. Improved fan speed control based on thermal and Psys conditions.

Stage 0 1 2 3 4 5 6 7 8

Fan 1 speed (rpm) off 2300 2530 2950 3300 3710 4100 4460 4980

Fan 2 speed (rpm) off 2200 2330 2750 3080 3520 3900 4260 4780

Thermal

Speed up: Temp (◦C) 44 46 48 50 55 58 60

Speed up: debounce (s) 20 20 15 15 7 8 7

Slow down: Temp (◦C) 40 42 44 46 48 50

Slow down: debounce (s) 5 5 5 5 5 5 5 5

Psys

Speed up: Psys (W) 65

Speed up: debounce (s) 3 3 3 3

Slow down: Psys (W) 52

Slow down: debounce (s) 4 4 4 4

To analyze the performance of CPU loading and thermal dissipation, some tools are
available to provide insights into these aspects. In this work, BurnInTest is used to simulate
a CPU-loading environment. BurnInTest generates a significant load on the CPU, which
can lead to increased temperatures. This is useful for testing the effectiveness of the cooling
system and ensuring that the CPU remains within safe temperature limits. In addition,
the Intel Thermal Analysis Tool (TAT) is used to validate, analyze, tune, and debug the
thermal, power, and performance features for the Intel platform on multiple OS. The
power and thermal analysis tool (PTAT), developed by Intel, is used to monitor CPU data.
Moreover, Cinebench R23, a benchmarking tool developed by MAXON, is used to assess
the performance of a computer’s CPU. The scheme diagram of the experimental system is
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shown in Figure 2. The functional descriptions of the experimental tools are summarized
in Table 2. In Figure 2, the Cinebench point represents the CPU performance, with higher
scores indicating better performance. It serves as a standardized metric for comparing
the rendering capabilities of different CPUs across various systems and configurations.
The residual state of charge (RSOC) refers to the remaining charge in a battery, providing
valuable information about its current state and available energy. In addition, pulse-width
modulation (PWM) refers to the speed control command generated from the laptop to the
cooling fans.

1 

 

 
Figure 2. Scheme diagram of the experimental system.

Table 2. Description of the tools used in experimental system.

Tool Function

Cinebench R23 Adjust the computation load of CPU and assess the CPU performance

EC toolkit Monitor the RSOC and fan speed

Intel PTAT Adjust power delivery and performance based on real-time temperature
measurements

Test firmware Control and extract the fan speed

2.3. Taguchi Experiment Arrangement

In the following Taguchi experimental analysis, the ambient temperature is considered
as the noise factor, and the control factors are the fan speed, system power, and debounce
time. The system diagram is shown in Figure 3.
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In this work, there are three control factors, and each control factor has three levels,
as shown in Table 3. Thus, the L9 orthogonal table is applied for the Taguchi experiment
analysis. On this basis, the test result score of the Cinebench pt is the quality factor. The
higher the Cinebench point, the better the operation’s performance. In practice, the ambient
temperature is added as a noise factor, so that the analysis results will be closer to the
real situation. The experimental results regarding the designated orthogonal table will be
discussed later.

Table 3. Levels of control factors.

Fan Speed
(rpm)

Psys
(W)

Debounce Time
(s)

Level 1 2950 55 2

Level 2 3300 65 3

Level 3 3710 70 4

Referring to Table 3, there are nine combinations of control factors. Let the relative
responses, Cinebench points, be listed as yi, i = 1, 2, . . . , n, where the value n represents the
number of experiments corresponding to the combination of control factors. The notation y
represents the average value, and S/N is the signal-to-noise ratio. The relative S/N values
can be obtained using Equations (2)–(4). Under the larger-the-better criterion in the Taguchi
method, higher S/N values indicate better performance or quality.

y =
1
n∑n

i=1 yi (2)

s2 =
n

n − 1∑n
i=1(yi − y)2 (3)

S
N

= −10log10

(
1
n∑n

i=1
1
y2

i

)
(4)

3. Results
3.1. Stress Test Experiments

During a stress test, various parameters, such as temperature, power consumption,
and system performance, are monitored and analyzed to identify any potential issues.
Performing a stress test with the CPU working at full load allows for the evaluation of its
stability, thermal performance, and overall reliability under heavy workload conditions.
In the following stress tests, the CPU works with full loading during the first 600 s, after
which the CPU loading returns to normal levels.

After conducting multiple experiments at room temperature, the conditions of fan
operations can be divided into two situations, where the maximum speeds attained are
3300/3080 rpm and 3710/3520 rpm, respectively. The corresponding experiment results
of the package power, system power, temperature, and fan speed are shown in Figure 4
and Figure 5 , respectively. It can be seen that both cases have the same situation about the
package power in the first 90 s. During the first 90 s, the package power rises to PL2 and
then goes back to PL1, but the fan does not perform any actions for active heat dissipation.
The reason for the inactivity of the fans can be observed from the variation in temperature,
where the rise in temperature is quite smooth. Here, we can consider the delay time of
the fan to be 90 s. To reduce the delay time of the fan and to be closer to the CPU load,
the parameter Psys is considered as another decision factor for the fan’s operation. In this
work, the setting condition is 3300/65/3/52/4, i.e., the starting fan speed is 3300 rpm, the
threshold of the Psys is 65 W, and the debounce time is 3 s. Based on the improved scenario,
the experimental results are shown in Figure 6. It is clear that the idle time of the cooling
fans can be effectively reduced.
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After performing the testing six times with the original and the new and improved
systems, the averaged package powers are shown in Figure 7. It can be observed that the
package power under the new system is higher than that of the original system before the
beginning of 200 s. This implies that the CPU performance of the new system is better.
This observation is consistent with the results of Cinebench tests. Basically, the higher the
Cinebench point, the better the performance of the hardware being tested. As shown in
Table 4, there was a 2.1% increase in Cinebench points for the new system compared to
the original system. The Cinebench point of the new system increased by 2.1%. From the
BurnInTest results and the Cinebench tests, it can be concluded that the higher the package
power, the higher the Cinebench points.
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New 11,152 10,579 10,594 11,019 11,180 10,847 10,895
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In addition, it was verified that having a high or low battery capacity did not have
much effect on the quality performance, as shown in Table 5. It can be seen that there exists
a very small difference between the average Cinebench points of 100% and 50% residual
state of charge (RSOC). In the following Taguchi experiments, we focus on the quality
variations due to the conditions of fan speed, Psys, and debounce time.

Table 5. Comparison of Cinebench points under different battery capacities.

RSOC
Cinebench pts

1 2 3 4 5 6 Average

100% 11,152 10,579 10,594 11,019 11,180 10,847 10,895

50% 10,824 10,884 10,966 10,905 10,805 11,020 10,884

3.2. Taguchi Experimental Results

In the following Taguchi experimental analysis, the ambient temperature is considered
as the noise factor, and the control factors are the fan speed, system power, and debounce
time. In this work, the L9 orthogonal table is used for Taguchi experimental analysis. There
are nine combinations of control factors, shown in Table 6. The relative Cinebench points
are listed as yi, i = 1, 2, 3. The notation y represents the average value, and S/N is the
signal-to-noise ratio. It is noticed that, for each case of control factors, the corresponding
experiments have been performed five times. With the data trimming, the rest of the three
outcomes are used for the following computation of mean-averaged and S/N values. From
(2)–(4), the S/N values can be obtained as in Table 6.

Table 6. L9 orthogonal array table (Temp = 25 ◦C).

Temp = 25 ◦C

Fan Speed Psys Debounce Time y1 y2 y3
_
y S/N

1 3300 65 3 10,942 10,934 10,947 10,941 80.78

2 3300 55 2 11,035 10,988 10,980 11,001 80.83

3 3300 70 4 10,872 10,843 10,813 10,843 80.70

4 2950 65 2 10,842 10,878 10,855 10,858 80.72

5 2950 55 4 10,904 10,915 10,877 10,899 80.75

6 2950 70 3 10,849 10,844 10,844 10,846 80.71

7 3710 65 4 10,951 11,029 11,047 11,009 80.83

8 3710 55 3 10,884 11,135 11,129 11,049 80.87

9 3710 70 2 11,085 11,130 11,200 11,138 80.92

From Table 6, the S/N analysis regarding the individual control factor is summarized
in Table 7 and Figure 8 concerning the ambient temperature of 25 ◦C. Similarly, the S/N
analyses corresponding to other ambient temperatures are shown in Tables 8 and 9 and
Figures 9 and 10. From the experimental results, the biggest factor influencing the quality
factor is the fan speed, followed by the debounce time, and finally the system power
consumption trigger condition. For example, at the ambient temperature of 25 ◦C, the
∆S/N of the fan speed is 0.14, while the ∆S/N of the debounce time and system power are
0.06 and 0.04, respectively.
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Table 7. S/N ratio and control factor (temp = 25 ◦C).

Level Fan Speed S/N Psys S/N Debounce Time S/N

1 2950 80.73 55 80.82 2 80.82

2 3300 80.77 65 80.78 3 80.79

3 3710 80.87 70 80.78 4 80.76
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Table 8. S/N ratio and control factor (temp = 26 ◦C).

Level Fan Speed S/N Psys S/N Debounce Time S/N

1 2950 80.61 55 80.68 2 80.68

2 3300 80.64 65 80.68 3 80.67

3 3710 80.78 70 80.66 4 80.67

Table 9. S/N ratio and control factor (temp = 27 ◦C).

Level Fan Speed S/N Psys S/N Debounce Time S/N

1 2950 80.64 55 80.67 2 80.69

2 3300 80.67 65 80.67 3 80.67

3 3710 80.70 70 80.67 4 80.65

Furthermore, the Taguchi experiments were conducted at different temperatures
corresponding to the L9 factor combination, shown in Table 10. It can be observed that,
in the environment of 25 ◦C~27 ◦C, the fan speed affects the overall mass factor with the
maximum ∆S/N = 0.14. The impact analyses of each control factor on the S/N ratio are
summarized in Table 11 and Figure 11. Obviously, the ∆S/N of the fan speed factor is more
significant than the other two factors.
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Table 10. Taguchi experimental results corresponding to different temperatures.

Fan Speed Psys Debounce Time 25 ◦C 26 ◦C 27 ◦C
_
y S/N

1 3300 65 3 10,941 10,780 10,800 10,840 80.70

2 3300 55 2 11,001 10,759 10,837 10,866 80.72

3 3300 70 4 10,843 10,743 10,800 10,795 80.66

4 2950 65 2 10,858 10,732 10,788 10,793 80.66

5 2950 55 4 10,899 10,737 10,736 10,791 80.66

6 2950 70 3 10,846 10,685 10,775 10,769 80.64

7 3710 65 4 11,009 10,980 10,822 10,937 80.78
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Table 10. Cont.

Fan Speed Psys Debounce Time 25 ◦C 26 ◦C 27 ◦C
_
y S/N

8 3710 55 3 11,049 10,934 10,840 10,941 80.78

9 3710 70 2 11,138 10,959 10,852 10,983 80.81

Table 11. Summary of S/N corresponding to control factors.

Level Fan Speed S/N Psys S/N Debounce Time S/N

1 2950 80.65 55 80.72 2 80.73

2 3300 80.69 65 80.71 3 80.71

3 3710 80.79 70 80.70 4 80.70
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3.3. Confidence Verification

From Figure 11, the combination of the best quality factor is 3710/55/2, meaning that
the fan speed is 3710 rpm, the Psys value is 55 W, and the debounce time is 2 s. From [29],
the corresponding predicted S/N can be obtained as 80.83. The calculation details can be
found in Equations (5) and (6).

S/N =
1
9∑9

i=1(S/N)i (5)

(S/N)predict = (S/N)speed_L3 + (S/N)Psys_L1 + (S/N)debounce_L1 − (9 − 3)S/N (6)

where (S/N)speed_L3 is the S/N ratio corresponding to the level 3 fan speed, i.e., (S/N)speedL3
=

80.79. Similarly, (S/N)Psys_L1 = 80.72 and (S/N)debounce_L1 = 80.73.
In addition, the worst combination of the control factors is 2950/70/4. Similarly, from

Equations (5) and (6), the worst predicted S/N can be obtained as 80.65. To verify the
confidence of the addressed Taguchi experiment settings, the experiments of the best and
worst combinations with respect to ambient temperature are shown in Tables 12 and 13,
respectively. The S/N ratio of the best combination is 80.85, and the S/N of the worst
combination is 80.67. In each case, the difference between the experimental S/N and the
predicted S/N is less than 0.03%. Because the experimental results align with the predicted
values, it indicates the effectiveness of the chosen factor levels in optimizing performance.
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Table 12. Experimental results with best combination.

Best Combination
Cinebench pts

25 ◦C 26 ◦C 27 ◦C

Fan speed (rpm) 3710 11,167 11,002 10,907

Psys (w) 55 11,156 10,950 10,882

Debounce time (s) 2 11,304 10,991 10,887

S/N = 80.85

Table 13. Experimental results with worst combination.

Worst Combination
Cinebench pts

25 ◦C 26 ◦C 27 ◦C

Fan speed (rpm) 2950 10,892 10,806 10,729

Psys (W) 70 10,860 10,769 10,738

Debounce time (s) 4 10,877 10,775 10,725

S/N = 80.67

3.4. Comparison Results

After the verification of confidence, it can be seen that there is no problem with the
experimental design, so the best combination and worst combination systems and the
original system are taken to undergo multiple statistical analyses, and the results are shown
in Table 14 and Figure 12.

Table 14. Comparisons between different combinations.

Cinebench pts

1 2 3 4 5 6 7 8 9 10 Average

Best conbination 11,012 11,100 11,167 11,156 11,304 11,251 11,287 11,311 10,988 11,192 11,177

Worst combination 10,868 10,810 10,825 10,800 10,802 10,881 10,837 10,879 10,835 10,796 10,835

Original method 10,880 10,684 10,568 10,655 10,558 10,679 10,842 10,584 10,566 10,465 10,648
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The results of Taguchi’s experiment and confidence verification show that the design
and process of the experiment are correct. To quantify the influence of controllable factors
on quality factors, the variation analysis formula is used to calculate and obtain quantitative
results. From the experimental results, in the best combination of 3710/55/2, through
confidence regression verification, the measured value of the S/N ratio differs by 0.02%
from the estimated value, which is very small, and it can be considered that the experimental
planning and testing method is correct. After many Cinebench running scores, the average
running score reached 11,177 pts, an increase of 4.96% compared with the original system.
In addition, in the verification of the worst combination, 2950/70/4, the measured value
differed by 0.02% from the estimated S/N, which once again confirmed that the experiment
was correct. The average running score was 10,835 pts, an increase of 1.75% compared with
the original system.

4. Discussion
4.1. Taguchi Controllable Factors

In this work, the fan speed, system power, and debounce time are three controllable
factors conducted in the Taguchi experiments. From the experimental results, fan speed
has the greatest impact on laptop heat dissipation among the controllable factors. For
the remaining two controllable factors, the debounce time has a little higher impact than
that of the system power (Psys). For more details, the experimental results are grouped
together along with the fan speed and shown in Figure 13. According to concepts in
thermodynamics, the heat transfer coefficient with a cooling fan is much higher than in a
situation without a cooling fan. In practice, the higher the fan speed, the better the heat
dissipation capacity. From Figure 13, it can be found that, at the same speed, the smaller
the debounce time, the shorter the delay time of the fan. Equivalently, the fan will start
earlier when the debounce time is smaller.
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The setting of the debounce time will also affect the transient responses of cooling fans.
For example, the fan speed will meet the speed setting in a shorter time with a smaller
debounce time compared to the situation with a larger debounce time. For example, in the
case of 3300/70/4, it takes about 55 s to approach a fan speed of 3300 rpm; however, in the case
of 3300/55/2, it takes about 20 s to reach the setting of the fan speed, as shown in Figure 13b.
In addition, under lower Psys, the desired fan speed will be more easily attained. In general,
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the natural convective heat transfer coefficient is often smaller than the forced convective
heat transfer coefficient. Depending on whether the fan is turned on or not, the heat energy
dissipated by the system can be 4~5 times different, and the subsequent set speed will also
continue to affect the heat dissipation quality. In summary, the fan speed has the greatest
impact on the CPU heat dissipation, followed by the debounce time, and then the system
power consumption trigger condition, which is aligned with the experimental results.

4.2. Cost Analysis

Furthermore, the electricity cost of the fan operation will be addressed. First, the
experimental system is initially idle, then the fan speed is set to be 2750, 3300, and 3710 rpm,
respectively, as shown in Figure 14. During the 120 s period, the fan turns on for the first
60 s and then turns off for the next 60 s. The energy difference between these two intervals
can be considered as the energy consumption of the fan. The measured power consumption
per second can be obtained as in Table 15.
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Table 15. Comparison of power consumption.

Fan Speed (rpm) 2950 3300 3710

Idle system power consumption (W) 9.76 9.89 9.87

Operational system power consumption (W) 10.49 10.92 11.3

Operational fan power consumption (W) 0.73 1.03 1.43

To estimate the cost of operating a fan under the optimal combination of control factors
3710/55/2, the following scenarios are considered. First, in a 10 min test of Cinebench,
the average power consumption of the system is 62 W per second, and the total energy
consumption is 37.2 KJ. Referring to Figures 4 and 5, the delay time between two fans is
80 s. Thus, from Table 14, the energy cost of a fan is 114.4 J, which is about 0.35% of the total
system energy consumption. In this work, the test platform is equipped with a battery with
a capacity of 80 Wh, which is equivalent to about 288 KJ. The previously mentioned energy
cost is 114.4 J, which is approximately 0.05% of the overall battery capacity. In summary,
the operating cost is extremely low with the improved fan control settings.
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5. Conclusions

In this paper, a way to improve the heat dissipation of a laptop has been discussed.
Based on the Taguchi method, the CPU performance can be improved when the system
power is newly considered a factor for experiment settings. From the experimental results,
it can be concluded that the fan speed is a major factor in heat dissipation, followed by
the debounce time, and then the trigger condition of the system power. To verify the
confidence of the experimental arrangements, the related testing results indicate that the
predicted S/N is very close to the experimental S/N. This means that the experimental
results are aligned with the predicted results. Based on the experimental conditions and
factors considered, they suggest that increasing the fan speed has a positive impact on
the desired heat dissipation. Under the same fan speed, the delay in fan starting becomes
shorter subject to a lower debounce time. Furthermore, the fan will approach the predefined
fan speed earlier if the system power designated for the fan triggering is smaller. In a
cost-effective analysis related to a working fan, the energy consumption can be determined
by calculating the energy difference between the fan in an idle state and the fan in operation.
The measurement results indicate that the energy cost of a working fan is about 0.35% of
the energy consumption of the overall system. This means that the cost associated with
operating the fan is low compared to the total energy consumption of the entire system. In
conclusion, from the results of the Taguchi experiment and cost analysis, the optimization
of the fan speed, debounce time, and trigger condition of the system power improve the
heat dissipation of a laptop. The cost of introducing the functionality of the new system is
small, and the benefits are significant. Overall, the best combination of control factors can
result in an approximately 5% improvement in CPU performance. Despite an increment
of 0.35% in power consumption, the benefits in terms of enhanced performance outweigh
the slight increase in power usage. Therefore, it is possible to continue to use this newly
improved system in future products to improve the thermal performance and overall
system performance.
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