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Abstract: Aiming at the fact that the moving target defense game model fails to accurately portray
attack and defense gains, resulting in bias in attack and defense games and the inability to select
effective defense strategies, we construct the moving target three‑way evolutionary game defense
model (MTTEGDM). Firstly, the model is defined and analyzed theoretically under the premise of
uncertainty and irrationality. Then, combined with the three‑way decisions, the attack intention is
introduced into the target network loss calculation, and a dynamic weight adjustment algorithm
based on the three‑way decisions is proposed to accurately characterize the attack and defense gains
from a multi‑attribute perspective. Finally, the evolutionary game model is used to analyze the
evolution trend of the multi‑stage defense strategy, so as to carry out feasible and effective defense
behavior. The simulation results show that the model can accurately predict the optimal defense
strategy of moving targets in different stages. Through a Monte Carlo simulation experiment, the
proposed algorithm is comparedwith the traditional evolutionary gamemodel, and the effectiveness
and security of the proposed algorithm are verified.

Keywords: cyberspace security; three‑waydecisions;moving target defense;Markov; evolutionarygame

1. Introduction
With the continuous update of attack technology, firewalls, and malicious code intru‑

sion detection based on traditional passive defense technology, in the face of new attacks
and unknown vulnerabilities, computer systems, networks and data are often in the “easy
to attack, difficult to defend” passive situation. To protect computer systems, networks,
and data from potential threats and attacks, a series of technologies and strategies for ac‑
tive defense technology came into being. These mainly include Moving Target Defense,
Behavioral Analysis‑based Defense, Real‑time Threat Intelligence, Intelligent Automated
Response, Zero‑Trust SecurityModel, etc. Among these,Moving TargetDefense addresses
the static nature of network deployment by irregularly changing the attack surface over
time in a dynamic manner. This results in an unpredictable attack surface state for the
attacker, increasing the complexity and cost of network attacks, reducing the vulnerability
exposure of the network system, and lowering the probability of successful attacks. As a
result, it improves defense capability [1].

Defense strategy selection is a key issue in Moving Target Defense, and researchers
use various optimization algorithms, such as genetic algorithms [2], particle swarm op‑
timization [3], and simulated annealing [4], to find the best defense strategy. However,
these methods still have some limitations. The main manifestations are (1) lack of model‑
ing capability of the adversarial environment: this makes it difficult to accurately describe
and capture the adversarial relationship and adversarial behaviors between the defender
and the attacker in moving target defense [5]; (2) difficulty in adequately considering the
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problem of incomplete information faced by the defender: this makes it impossible to accu‑
rately understand the attacker’s intentions and capabilities, resulting in a lack of precision
in the selection of defense strategies [6]; (3) failure to adequately consider the mutual in‑
fluence of the attack and defense confrontation: choosing a defense strategy may lack the
ability to predict and respond to the attacker’s behavior [7]; and (4) inability to flexibly
respond to changes in the dynamic environment: the strategy often lacks a mechanism to
adjust and update in response to dynamic environmental changes [8].

In order to solve the above problems, domestic and foreign scholars have utilized
game theory [9] to carry out research on related techniques, such as [10–12]. The applica‑
tion of game theory and the combination of Moving Target Defense (MTD) have proven
to be effective in the field of network security [13]. However, they did not fully consider
the impact of the attacker’s intention to attack with a different emphasis on the defender’s
decision process. They also failed to accurately portray the gains from both attack and de‑
fense, resulting in a bias in the defensewithin the game. Consequently, in situationswhere
information is insufficient and inaccurate, the defender may face challenges in effectively
selecting defense strategies.

Three‑way decisions [14] is a generalization of two‑way decisions, which is the intro‑
duction of a third situation in two extreme cases. When the available information is not suf‑
ficient to support making a clear choice of acceptance or rejection, the third situation can be
selected to delay the decision and used to deal with complex and uncertain problems. Three‑
way decisions has been widely used in various fields with great success [15–17]. For exam‑
ple, Shah et al. [18] proposed an integrated face recognitionmechanismbased on three‑way
decisions for human–computer interaction to improve the accuracy of the authorization
and recognition processes. This increases the value of the face recognition system by intro‑
ducing a three‑way decisions recognition method to enhance the accuracy of the system
and reduce the number of false rejections. Wang et al. [19] addresses the inability to com‑
prehensively and accurately characterize diverse data in disease‑risk assessments. It pro‑
poses a multi‑granularity, three‑way decisions method based on a multi‑mixed‑attribute
information system. This approach aims to improve the accuracy of hypertension‑risk
assessments, allowing for early intervention and prevention of chronic diseases and re‑
ducing disease incidence. Siminski et al. [20] applied three‑way decisions to a cascade of
neuro‑fuzzy classifiers and proposed a three‑way decisions neuro‑fuzzy classification sys‑
tem. This system was introduced to achieve a lower generalization error compared to the
two‑way classifier. HU et al. [21] addresses the problem of decision evolution in time series
by proposing the idea of a three‑way game. This approach utilizes game‑theoretic meth‑
ods to adjust the thresholds α and β, adapt the decision information system to changes in
the time series and enhancing its prediction accuracy. Zhang et al. [22] explored a game
involving the uncertainty of the boundary domain and themisclassification rate of the deci‑
sion region in a sequential three‑way decisions model. It proposed an optimization model
to find the adaptive decision thresholds for each granular layer, aiming to minimize the
misclassification rate in the decision model.

Three‑way decisions has the characteristic of being suitable for dealing with uncer‑
tainty and ambiguity. This characteristic is similar to the essence of strategy selection in
network attack and defense games. Therefore, the three‑way decisions is introduced into
the attack and defense gain quantification to construct the three‑way evolution dynamic
adjustment algorithm. This algorithm calculates the loss of security attributes of cyber‑
attacks and quantifies the attack and defense gains from a multi‑attribute perspective.

Based on the above analysis, it is proposed to adopt the dynamic gamemethodmainly
based on the signal evolution game, integrate the idea of three‑way decisions, construct the
moving target three‑way evolutionary game defense model, break through the limitation
of the participant’s completely rational network attack and defense scenarios, establish
quantitative assessment criteria for network attack and defense benefits from the perspec‑
tive of multiple attributes, and adopt the weighted method for calculating the network
attack and defense benefits, enhancing the universality of the benefit calculation method.
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The main contributions of this paper are as follows:
(1) Constructing theMTTEGDMwith the signal game as the premise, releasing the error

information in priority to induce the attacker to make the wrong judgment, breaking
through the assumption of the defender’s complete rationality, and calculating the
future discounted return by using the Markov decision process, so as to make the
attack and defense game model closer to the real situation.

(2) Constructing an evolutionary dynamic adjustment method based on three‑way deci‑
sions, introducing the attack intention into the attack and defense quantification from
the perspective of network security attributes, customizing the loss function based on
the information evolution, and giving full consideration to the degree of harm asso‑
ciated with the attack strategy.

(3) Constructing anMTD‑based attack success probability calculationmethod that limits
the maximum number of resources being reconfigured while considering the impact
of the reconfiguration rate under resource constraints more accurately describes the
success of an attack under the conditions of Moving Target Defense.

(4) The MTD optimal defense policy selection algorithm is designed to provide decision
support for networkactivedefense. The effectiveness of theproposedmodel andmethod
is verified through simulation experiments. Furthermore, the algorithm’s suitability for
the actual situation is enhanced due to its consideration of the dynamics of attack and
defense games and the quantification of gains from a multi‑attribute perspective.

2. Related Work
2.1. Three‑Way Decisions

Three‑way decisions, proposed by the Canadian scholar Prof. Yao Y.Y in line with
human cognition [14], are a kind of decision theory. The theory has been widely used in
machine learning, face recognition, disease risk assessment, intrusion detection, and other
fields. Three‑way decisions are one of the core ideas of decision rough set theory, which
extends the traditional two‑way decision semantics of positive and negative domains to
three‑way decision semantics of positive, boundary, and negative domains. It decideswith
the smallest risk among them as the optimal decision, providing an effective strategy and
method for solving complex problems.

Let the state space be Ω = {X,¬ X}, which denotes that an event x belongs to X and
does not belong to X, and the action set A = {aP, aB, aN}, which contains three kinds of de‑
cision actions, denoting that the three kinds of decision actions are accepted, delayed, and
rejected, respectively. Considering that taking different actions will bring about different
degrees of loss, denote λPP, λBP, λNP, (λPP ≤ λBP < λNP) to represent the loss under the
taking of action aP, aB and aN when x ∈ X, anddenoteλPN , λBN , λNN , (λNN ≤ λBN < λPN)
to indicate the loss under the taking of action aP, aB and aN when x ∋ X. The loss matrix
for different actions is shown in Table 1.

Table 1. Loss matrix corresponding to different actions taken in different states.

X ¬X

aP λPP λPN
aB λBP λBN
aN λNP λNN

Then, the expected loss under action aP, aB and aN can be expressed s, respectively,
as follows:

L(aP|[x] ) = λPPPr(C|[x] ) + λPN Pr(¬C|[x] )
L(aB|[x] ) = λBPPr(C|[x] ) + λBN Pr(¬C|[x] )
L(aN |[x] ) = λNPPr(C|[x] ) + λNN Pr(¬C|[x] )

(1)

According to the Bayesian decision criterion, the decision rule for minimizing the ex‑
pected loss can be obtained as follows:
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(1) i f Pr(C|[x] ) ≥ α, then x ∈ POS(X);
(2) i f β < Pr(C|[x] ) < α, then x ∈ BND(X);
(3) i f Pr(C|[x] ) ≤ β, then x ∈ NEG(X).
among,

α = (λPN−λBN)
(λPN−λBN)+(λBP−λPP)

β = (λBN−λNN)
(λBN−λNN)+(λNP−λBP)

, 0 ≤ β < α ≤ 1
(2)

2.2. Evolutionary Game
Evolutionary Game Theory was first proposed bymathematician John von Neumann

and economist Oskar Morgenstern in the 1940s. They first systematically introduced the
basic concepts and principles of game theory in their co‑authored classic book ‘The The‑
ory of Games and Economic Behavior’. The theoretical framework of evolutionary games
was outlined in this seminal work. This marked the initial exploration of evolutionary
game theory.

Evolutionary Game Theory is a mathematical model and theoretical framework. Its
core idea is to link individual decision behavior and utility in game theory with genetic
mechanisms and fitness in evolutionary biology. The theory studies the interactions and
competition between multiple individuals (or individuals representing different strate‑
gies) in a population, and how these individuals adjust and propagate their strategies as
they evolve.

In an evolutionary game, an individual’s strategy is transmitted through a genetic or
hereditary mechanism, while an individual’s fitness represents the degree of success in
adapting to survive and reproduce in its environment. Individuals’ strategies can be co‑
operative, competitive, or other different behavioral patterns. The study of evolutionary
games focuses on the transmission and evolution of individuals or strategies in popula‑
tions under different strategies and interactions.

The analytical methods of evolutionary games include equilibrium concepts in game
theory, such as Nash equilibrium and Evolutionarily Stable Strategy (ESS). These concepts
are used to study which strategies will be stable in the population during the evolutionary
process. It also includes mathematical models such as replicator dynamics and simulation
methods for modeling and predicting the evolution of strategies.

Evolutionary Game Theory has a wide range of applications, including biology, so‑
cial sciences, economics, and other fields. It has been used to study a variety of phenom‑
ena such as animal behavior, social norms, and economic markets, and has provided in‑
sight into the evolution and stability of behavioral patterns such as collaboration, compe‑
tition, cooperation, and conflict. For example, Xue et al. [23] applies Evolutionary Game
Theory to satellite switching and proposes a multi‑attribute quantum satellite switching
strategy based on Evolutionary Game Theory, which has stability and fairness, and can
effectively equalize the satellite load. Su and Ji [24] apply Evolutionary Game Theory to
medical data sharing, consider random factor perturbation, and construct a tri‑partite evo‑
lutionary game system containing medical institutions, technical support enterprises, and
the government, in order to promote the cooperation of multiple subjects in medical data
sharing and improve the level of open governance of healthcare data. MA et al. [25] an‑
alyze the error generation mechanism in attack and defense games, quantitatively define
the observation error in network defense, and propose an improved evolutionary game
model, which strengthens the model’s tolerance to information deviation.

To summarize, Evolutionary Game is a mathematical model that integrates game the‑
ory and evolutionary biology to study the evolution and stability of strategies in popula‑
tions. It combines individual decision and fitness with genetic mechanisms to analyze the
propagation and evolution of different strategies in populations. It has a wide range of
application areas and research value.
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2.3. Moving Target Defense
Moving Target Defense (MTD) is a concept and research direction proposed by the

Defense Advanced Research Projects Agency (DARPA) of the U.S. DARPA launched a pro‑
gram in 2011 called ‘Cyber Moving Target Defense’ (Moving Target Cyber Defense). The
program aims to develop new defense strategies and technologies to enhance the security
and resilience of cyber systems.

Moving Target Defense (MTD) is a network security strategy. It is designed to en‑
hance the security of network systems and make them more difficult to attack and pen‑
etrate. The strategy increases the complexity and difficulty of attackers’ attacks. This is
achieved by changing the network environment, system configuration, and defenses to
protect system resources and sensitive information [1]. The core concept of Moving Target
Defense is to continually change the target, attributes, location, structure, or behavior of a
network system. This transforms it into a moving target, making it difficult for attackers
to accurately identify and exploit system vulnerabilities. In contrast to traditional static de‑
fenses, moving target defense employs dynamic, changing, and unpredictable strategies
to increase the uncertainty of attacks.

Moving target defense is widely used in various fields, and related technologies are
constantly updated. For example, S et al. [5] address the negative impact on network per‑
formance whenMTD defends against scanning attacks. They use anMTDAdaptive Delay
System (MADS) to provide feasible MTD‑based protection against scanning attacks with‑
out affecting the network service parameters. Bo et al. [26], in order to stop False Data
Injection (FDI) attacks, use Hidden Moving Target Defense (HMTD), which hides the sys‑
tem from the attacker by changing the reactance of the transmission line. To evaluate
HMTD concealment, they propose a new Randomly Enabled HMTD (RHMTD) operation.
RHMTD utilizes randomweights to introduce randomness and uses derived concealment
operating conditions as constraints to achieve concealment of three alarm attacker models.
Sun [27] uses MTD to defend against low‑rate denial‑of‑service attacks. They propose an
adaptive moving target defense method, which increases the difficulty and cost of LDoS
attacks from the perspective of polymorphism, dynamics, and randomness of MTD tech‑
niques, respectively. This method reduces the high cost of MTD deployment to achieve a
balance between performance and cost.

Moving target defense can improve the security of network systems and increase the
complexity and cost of attacks by attackers. However, it can also introduce additional com‑
plexity and management difficulties. Addressing these challenges requires a combination
of practical considerations and risk management.

In conclusion, moving target defense is a network security strategy. It increases the
difficulty and uncertainty for attackers by constantly changing the network environment
and system configuration. This approach transforms the network system into a moving
target, aiming to improve the system’s security and its ability to withstand attacks.

3. Moving Target Three‑Way Evolutionary Game Defense Model
3.1. Three‑Way Evolutionary Game Defense Model Construction
(1) General Framework

On the basis of the information evolution game model, we fuse three‑way decisions,
quantify the attack and defense gains from the perspective of multi‑attribute, customize
the loss function, dynamically adjust the threshold, and accurately portray the damage of
the attack on the network security attributes. We combine the characteristics of the MTD
defense strategy, taking into account the impact of resource limitation and reconfiguration
rate on the probability of the defense’s success, as well as themisidentification risk for both
attack and defense parties. Additionally, we add the third‑party reward and punishment
mechanism factors [28]. This ensures that the attack and defense gains align more with the
actual situation and can be effectively applied to the selection of optimal defense strategies.
The overall framework of the constructed three‑way evolutionary attack and defense game
defense model is shown in Figure 1.
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At the initial stage of attack and defense, the defender sends induced signals in pri‑
ority, according to the a priori knowledge of the attacker’s type [29]. This causes the at‑
tacker to obtain erroneous information in the detection stage. This leads to an erroneous
judgment of the defender’s real type, through which the defender is able to interfere with
the attacker’s judgment process and increase its advantage in the attack and defense con‑
frontation. Secondly, considering the attacker’s intention to attack, the three‑way dynamic
adjustment strategy is used for the weighted calculation of network security attributes.
Finally, the Markov decision process is introduced to consider the multi‑stage future ex‑
pected returns, to find the evolutionary stable equilibrium [30], and to select the optimal
attack and defense strategies.

The game can end in two cases: the defensive strategy adopted by the defender can
withstand all the attacking strategies, and the attacker has achieved the goal of the attack.

Combining theMTDattack anddefense confrontation characteristics, the gamemodel
has the following features:
(1) Using the defender as a signal sender and inducing the attacker to get the wrong

information makes the defense gain maximized.
(2) Quantifying offensive and defensive gains from a multi‑attribute perspective makes

offensive and defensive interactions more relevant.
(3) Adopting the idea of evolutionary game theory, we conduct repetitive games between

the attacking and defending sides, construct replicated dynamic equations, solve for
the evolutionarily stable equilibrium, and challenge the assumption of complete ra‑
tionality in traditional games.

(4) A Markov decision process is used to transform future returns into real returns, con‑
structing a multi‑stage discounted objective criterion function to find the optimal de‑
fense strategy.

(2) Model Definition
In this paper, a signal evolution game is used. According to the a priori knowledge

of the attack type, the defender takes the initiative to release the best‑induced signal to
confuse the attacker, which, in turn, increases the uncertainty of the defense type and im‑
proves the defense performance. This, in turn, achieves the purpose of active defense.
Second, the three‑way dynamic weight adjustment strategy is used to calculate the loss
of security attributes of network attacks and quantify the attack and defense gains from a
multi‑attribute perspective. Finally, the repeated game between the two sides of the game
through the learning and evolution mechanism breaks through the limited rationality con‑
straints of the traditional game and researches the evolution law of the security state of the
network system and the corresponding defense decision method.
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Definition 1. Moving target three‑way evolutionary game defense model (MTTEGDM, Moving
target three‑way evolutionary game defense model) can be represented as an eleven‑tuple (N, T, K,
O, M, P, δ, S, η, ξ, U) with each parameter defined as follows:
(1) N = {Na, Nd} is the space of gamers, where Na is the attacker, and Nd is the defender.
(2) T = {Ta, Td} is the set of types of game participants. The shorter time attackers can

spend to seize control of the resources on the attacked surface means the stronger the
attacking capability. Where Ta = {Ta,1, Ta,2, . . . , Ta,n} is the overall set of attackers’
types, and Td =

{
Td,1, Td,2, . . . , Td,n

}
, n ∈ N, n ≥ 2 and n are the total number of de‑

fender’s types.
(3) K is the total number of stages G(k) of the multi‑stage game, k = {1, 2, 3, . . . , K}, K ∈ N.
(4) Ok =

{
Ak

a, Dk
d

}
 is the set of attack and defense strategies of the game participants, de‑

noting the complete set of courses of action chosen by the attackers and defenders. For the
defender, Dk

d = {d1, d2, . . . , dn} denotes the set of optional defense strategies at stage k,
and Ak

a = {a1, a2, . . . , am} denotes the set of optional attack strategies at stage k.
(5) M = {m1, m2, · · ·, mn} is the defender’s signal space, i.e., the induction factor, and the signal

name corresponds to the defender’s type. The defender can autonomously choose the induc‑
tion signal to be sent to achieve the effect of camouflage. In order to defend against attacks,
the defender releases induction signals when the IDS detects abnormal behavior or abnormal
traffic to interfere with the attacker’s choice of attack strategy.

(6) Pk =
{

Pk
a , Pk

d

}
 is the set of a priori beliefs of the participants in the game, indicating the

likelihood that a participant will guess that the other participants are of a certain type when
choosing their side’s type.

(7) P̃k =
{

P̃k
a , P̃k

d

}
 is the posterior probability that after t attack confrontations, the attacker

observes the defender’s defense strategy information, resulting in a change in the attacker’s
beliefs about the defender, forming the attacker’s posterior probability regarding the defender,
denoted as P̃k

d = P(Td|mn).
(8) δk is the signal attenuation factor, which indicates the degree of attenuation of the false signal

in different game stages, 0 ≤ δk ≤ 1, then the posterior probability of the attacker against the
defender type: Pk

d = δkPk
d . T represents the number of game stages. When T = 1, δ1 = 1,

that is, in the first stage of the attack and defense game, the signal did not decay. At this time,
the false defense signal deterrence, deception, and inducement play the largest role. With the
advancement of the game process, the signal attenuation and the degree of attenuation increase,
deterrence, deception, and inducement of the role of decline. When T = n, δn = 0, at this
time, the influence of the false defense signal on the attack and defense game disappears.

(9) S0 =
{

S1
0 · · · Sk

0 · · · ST
0

}
 is the set of initial security states of the network system.

(10) S = {S1 · · · Sk · · · ST} is the set of security states of the network system. The states in S0
 and S correspond to the game phases, and the evolutionary game culminates in state Sk dur‑
ing game stage G(k) with an initial state Sk

0.
(11) η denotes the security state transfer probability, and ηij = η

(
Sj|Si

)
denotes the probability

that the system jumps from state Si to state Sj.
(12) ϑ is the discount factor, which indicates the proportion of returns in game stage k that is dis‑

counted compared to the initial stage, 0 ≤ ϑ ≤ 1.
(13) U =

{
Uk

d , Uk
a

}
 is the set of payoff functions, and Uk

d  and U
k
a  represent the payoff functions

of the defender and the attacker in the k game stage.

3.2. Quantification of Attack and Defense Game Benefits
By establishing a three‑way decision attack intention identification model, based on

the threat level of the attack, the three‑way decisions method is used to construct a defense
strategy game model based on the dynamic adjustment of the strategy of the weights. The
quantification of the gains of the attacking and defending sides is the most critical part of
the decision algorithm. The closer the quantizationmethod is to the real attack and defense
scenarios, the more instructive it is to the defense decision. However, there is no unified
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standardization of attack and defense gain quantification in the academic world. In this
paper, from the perspective of network security attributes of both attacking and defending
sides of moving targets, combined with the characteristics of moving target attack and
defense strategies, we analyze and quantify the gains of moving target attack and defense
strategies comprehensively. Reference [31] This paper quantifies the following.

3.2.1. Attack Benefit (AB)
Attack gains reflect the benefits that the attacker can get by implementing the attack

behavior. A successful attack aims to obtain control of system resources, enabling the at‑
tacker to use the attack surface and system resources to achieve direct gains. In case of an
attack failure, the attacker fails to obtain control of system resources. Although the attack
process can yield relevant information about the defense, it also leaves traces in the defense
system. The defense system will base its focus on defense on the history of attack data re‑
garding vulnerabilities. If the attacker then takes action to exploit these vulnerabilities, it
becomes difficult to succeed in the attack.

Consequently, the attacker’s party only gains the benefit of the attack if the attack
succeeds. The attack benefit consists of four parts and the structure is shown in Figure 2.
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(1) Security Attribute Loss (SAL)
(1) Three‑way Evolutionary Dynamic Adjustment Strategies

Different attackers have different intentions for attacking the target network. For ex‑
ample, certain countries may use cyberattacks to gain access to military, political, or eco‑
nomic intelligence of other countries, thereby causing damage to the confidentiality of the
target network. On the other hand, an attacker may try to disrupt a competitor’s business
process through a cyberattack to gain a market advantage, thereby causing damage to the
integrity of the target network. In addition, DDoS attacks are a common tactic in which
a large amount of malicious traffic is sent to a target network that exceeds its processing
capacity, thereby paralyzing network services and causing damage to the availability of
the network target. Each of these different attacks has a devastating impact on affecting
critical aspects of the target network. The impacts are also different depending on the
intention of the attack, so we cannot generalize and must discuss them separately. The
attacker’s impact on the target network is manifested through the impact on the value of
the network system.
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The value of a network system can be represented by the security attributes of a net‑
work device, denoted by R = {R(Cc), R(Ci), R(Ca)}, where R(Cc), R(Ci), and R(Ca) are
the value of the device in terms of confidentiality, integrity, and availability, respectively.
In different application scenarios, the importance of security attributes is different, and the
value is also different.

The attack impact degree reflects the impact of the attack action on the value of the net‑
work system and is denoted by W = {W(Cc), W(Ci), W(Ca)}, where W(Cc), W(Ci), and
W(Ca) are the weights of the impact brought by the attack action on the security attributes,
such as confidentiality, integrity, and availability of the network devices, respectively.

In network attack and defense, the weights of three factors affecting network security
vary in different attack and defense contexts. By analyzing the weights of different influ‑
encing factors under various attacks, let A = {aP, aB, aN} denote three distinct cases of
confidentiality, integrity, and availability sorted by weight size. These factors are fiction‑
alized as the first attribute, the second attribute, and the third attribute according to the
security attribute importance in different contexts. The values of security attributes repre‑
sent the sorting of the attributes’ importance, i.e., the positive domain POS(), the negative
domain NEG(), and the bounded domain BND() in the three‑way decisions domains. The
rule is shown in Equation: 

aP : W(1) ≥ W(2) ≥ W(3)
aB : W(2) ≥ W(3) ≥ W(1)
aN : W(3) ≥ W(2) ≥ W(1)

(3)

Implementing different weighting strategies produces different losses, noting that
λPy, λBy, and λAy denote the loss function values corresponding to implementing the three
weighting strategies aP, aB, and aN , respectively, whenwe face an attack; and λPn, λBn, and
λAn denote the loss function values corresponding to implementing the three weighting
strategies aP, aB, and aN , respectively, when we have no attack.

Unlike the classical rough set model, all three regions of the decision rough set are
uncertain. Therefore, we define the loss function based on the information evolution.

Information evolution takes place only between neighboring levels. In the state with
the attack: R(1)

R(2)+R(1) ·
R(2)

R(2)+R(3) ·
R(3)

R(3)+R(1) is the evolution rate from the boundary domain
to the positive domain, reflecting the cost of executing the boundary domain policy. The
cost coefficient when executing the positive domain policy is 0, while the cost coefficient
when executing the negative domain policy is 1. In the state without attack: R(3)

R(2)+R(3) ·
R(2)

R(2)+R(3) is the evolution rate from the boundary domain to the negative domain, reflecting
the cost of executing the boundary domain policy. The cost coefficient when executing the
positive domain policy is 1, and the cost coefficient when executing the negative domain
policy is 0. The correspondence between weights and loss values is shown in Table 2.

Table 2. Correspondence of loss values for the three‑way decisions.

Decisions States Loss Values

POS() Ay

An

λPy = 0

λPn = 1

BND() Ay

An

λBy =
R(1)

R(2)+R(1) ·
R(2)

R(2)+R(3) ·
R(3)

R(3)+R(1)

λBn =
R(3)

R(2)+R(3) ·
R(2)

R(2)+R(3)

NEG() Ay

An

λNy = 1

λNn = 0
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At this point, assuming that the attacker chooses ax as the attack strategy, the expected
value Eax (Cx) of the damage to the security attributes caused by the attack action ax can be
quantified by Equation (1):

Eax (Cx) = Wax (Cx)R(Cx) (4)

where Cx is a security attribute of a network device, x ∈ {c, i, a}, Wax (Cx) is the weight of
the impact of the attack action on the security attribute of the network device, and R(Cx)
is the value of the network device in terms of security attributes.

The loss of cybersecurity attributes is shown in Equation (5) as follows:

SAL = ∑
x∈{c,i,a}

Eax (Cx) (5)

 
(2) Lateral Attack Attribute Loss

Web host security includes the presence of direct and indirect attacks on the host
from an attacker. The introduction of lateral attacks can increase the overall benefit to
the attacker. Lateral attacks enable attackers to quickly extend the scope of an attack after
successfully penetrating a system, increasing the depth and breadth of the attack, thereby
maximizing the benefits of the attack. By circumventing detection and defense mecha‑
nisms, the attacker reduces the risk of detection and increases the likelihood of the success
of the attack, thus increasing the actual benefit of the attack. In addition, the introduction
of horizontal attacks provides attackers with the opportunity to gradually gain access to
more privileges and sensitive information, which provides favorable conditions for future
attacks and enhances the strategic and long‑term benefits of the attacks. This highlights the
need to comprehensively consider the threat of lateral attacks in network defense and take
effective protective measures to slow down the activities of attackers inside the network
and reduce the actual gains and potential impact of attacks.

For example, assuming that there is a vulnerability in a company’s internal network,
an attacker can quickly spread through the company’s internal network through a lateral
attack by successfully obtaining employee login credentials. Utilizing the progressively
gained privileges, the attacker successfully accesses the finance department’s system and
eventually gains control over sensitive financial information. This example highlights the
significant impact of horizontal attacks. Therefore, we cannot ignore the impact of lateral
attacks on revenue.

For horizontal attacks launched by other hosts, when the attacker launches horizon‑
tal attacks on the host i, there is an infection coefficient that affects the cost and benefit
of the attack. The infection coefficient is related to the number of infection times from
horizontal attacks.

Let {ξ1(t), ξ2(t), · · · , ξn(t)} represent the set of infection coefficient ξ, where ξm rep‑
resents the infection coefficient when a horizontal attack carries out m times of infection.
bi(t) indicateswhether host i is off or on at time t, with bi(t) = 0 indicating off and bi(t) = 1
indicating on. R(t) =

(
rij
)

N×N is the network connectivity state matrix. rij = 0 or 1 indi‑
cates whether the host i and j cannot communicate with each other or can communicate
with each other, specifying rii = 0. Let cij(τ) = rijbi(τ)bj(τ), when cij = 1, host i and j can
transmit information to each other at the time t, enabling the propagation of the malicious
attack behavior of the attacker, i.e., horizontal attack behavior.

ξm represents the coefficient of infection when horizontal attacks carry out m infec‑
tions. When the horizontal attack carries out one round of infection, that is, the attacker
carries out the horizontal attack in the sequence of hosts j → i , and the infection coefficient
is as follows:

ξ1(τ) =
N

∑
j=1

γcij(τ) (6)
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When the horizontal attack carries out two rounds of infection, that is, the attacker
carries out the horizontal attack in the sequence of hosts k → j → i , and the infection coef‑
ficient is as follows:

ξ2(τ) =
N

∑
j=1

γcij(τ)

(
N

∑
k=1,k ̸=i

γcjk(τ)

)
(7)

When the horizontal attack carries out three rounds of infection, that is, the attacker
carries out the horizontal attack in the sequence of hosts l → k → j → i , and the infection
coefficient is as follows:

ξ3(τ) =
N

∑
j=1

γcij(τ)

(
N

∑
k=1,k ̸=i

γcjk(τ)

(
N

∑
l=1,l ̸=j,l ̸=i

γckl(τ)

))
(8)

Thus, the infection coefficient ξm of horizontal attack infection, m times, can be de‑
duced in turn.

Where, γ is the infectious attenuation factor, indicating that the benefits and costs of
horizontal attacks will be weakened to a certain extent compared with direct attacks. The
attenuation factor of infection increases exponentially, and when there are four infections,
γ4 = 0.00000625. Since the convergence error is set to ε = 10−4 in the experiment, the
infection frequency of four or more times has little impact on the benefit/cost of network
attack and defense, so only the cases where the infection frequency of horizontal attacks is
one, two, and three times are considered.

(3) Attack Success Probability (θ)
The probability of a successful attack reflects the probability of the attacker success‑

fully breaking through the defense of the defender. The probability of attack success θxy
is mainly affected by the probability of attack detection λx and the probability of defense
success βy. And the success probability ofMTDdefense ismainly affected by three aspects,
resource limitation, reconfiguration rate, and attack capability of the attack strategy.

Based on the characteristics of MTD, the implementation of the defense strategy re‑
quires the reconfiguration of resources to improve the effectiveness and probability of the
success of the attack, thereby enhancing the availability and performance of the game
model. As the time required for system reconfiguration increases, the attacker has more
time to collect information, resulting in a higher probability of a successful attack.

It is first necessary to determine the impact of the reconfiguration rate on resource
availability, service request response time, and attacker success probability. Ensuring that
a minimum number of resources is always available to process service requests, we con‑
sider limiting the maximum number c∗ of resources being reconfigured (a parameter set
by the system administrator to control the trade‑off between performance and availabil‑
ity). If c∗ number of resources is being reconfigured, other reconfiguration requests may
be dropped or queued.

In the case of resource constraint c∗, the resource reallocation rate awill be constrained.
The larger c∗ is, the larger the reconfiguration rate a becomes, and the smaller c∗ is, the
smaller the reconfiguration rate a becomes. Therefore, the attacker’s probability of success
is a function of the average reallocation rate a.

In addition, the defense success probability is related to the attack strength πi of the
attacker’s selected attack strategy ai. The attack strength directly affects the defense per‑
formance, and the greater the attack strength, the lower the defense success probability.

Defense success probability βy:

βd =
1 − e−c∗aπi

1 + e−c∗aπi (9)

where c∗ denotes the maximum number of resources, a denotes the reconfiguration rate,
and πi denotes the attack capability of attack strategy ai.
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That is, the attack success rate θxy is: θxy = 1 − λxβy.
In summary, the loss of cybersecurity attributes is quantified:
Assume that the attacker picks strategy ax, and the defender of type ϕj picks defense

strategy dy, the probability of the attack’s success is θxy.
The gain can only be obtained if the attacker succeeds in their attack. The expected

value Eax (Cx) of the damage to the security attribute caused by attack action ax can be
quantified by Equation (1):

Eax (Cx) = θxy · Wax (Cx)R(Cx) (10)

where Cx is a security attribute of a network device, x ∈ {c, i, a}, Wax (Cx) is the weight of
the impact of the attack action on the security attribute of the network device, and R(Cx)
is the value of the network device in terms of security attributes.

The loss of cybersecurity attributes is shown in Equation (11) as follows:

SAL
(
ax, dy

)
= (1 + ξm)Cr · ∑

x∈{c,i,a}
θxyWax (Cx)R(Cx) (11)

where Cr is the resource importance level, which refers to the importance of the attacker’s
target resource during a complete attack.

(2) Signal Deception Cost (SDC)

After observing them1 signal sent by the defender, the attacker considers the probabil‑
ity of defender type {t1, t2,t3} to be {p1, p2, p3}. Similarly, the attacker’s probability of the
defender type is different after observing different signals. Therefore, the attack strategies
adopted are different.

The release of induced signals causes the attacker to misjudge the type of defender,
and therefore adopt an attack strategy based on induced signals, resulting in compromised
attack gains.

SDC
(
ax, dy

)
=

n

∑
j=1

λ
(
ax, dy

)
p
(

ax

∣∣∣Tdj

)
p
(

Tdj

∣∣∣mx

)
(12)

where λ
(
ax, dy

)
denotes the attack loss function, and the loss incurred when the attack

strategy is ax and the defense strategy is dy is represented by the attack loss matrix E(a),
denoted as follows:

E(a) =


l d1 d2 · · · dk

a1 λ(a1, d1) λ(a1, d2) · · · λ(a1, dk)
a2 λ(a2, d1) λ(a2, d2) · · · λ(a2, dk)
...

...
... λ

(
ai, dj

) ...
an λ(an, d1) λ(a2, d2) · · · λ(an, dk)

 (13)

λ
(
ax, dy

)
= λ

(
a∗x, d∗y

∣∣∣Tdj
, a∗−x, d∗−y

∣∣∣mj

∣∣∣Tdj

)
= RAP1

(
a∗x, d∗y

∣∣∣Tdj

)
− RAP2

(
a∗−x, d∗−y

∣∣∣mj

∣∣∣Tdj

) (14)

RAP1 is the relative attack benefit: RAP
(

ax, dy

∣∣∣Tdj

)
= DeC

(
dy

∣∣∣Tdj

)
− AC(ax) de‑

notes the difference between the defense cost and the attack cost when defender Tdj
does

not send the induction signal. RAP2 is the relative attack benefit: RAP
(

ax, dy

∣∣∣mj

∣∣∣Tdj

)
=

DeC
(

dy

∣∣∣mj

∣∣∣Tdj

)
− AC(ax) denotes the difference between the defense cost and the attack

cost after defender Tdj
sends the induction signal.

(3) Attack Cost (AC)

The cost paid by the attacker for discovering and exploiting the system resources on
the attack surface includes six indicators to evaluate and analyze the attack’s cost. These
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indicators are the time needed to discover and invade the system resources, hardware and
software resources, professional knowledge, risk cost, ease of detection, and the cost of
analyzing the induced signals.

(4) Punishment Mechanism (G)

In the field of cybersecurity, traditional attack and defense games constitute only a
part of the cybersecurity situation, whereas in reality, cybersecurity involves amuchwider
range of participants. The presence of third‑party entities or factors has a direct or indirect
impact on the cybersecurity situation. The introduction of a penalty mechanism by a third‑
party regulator has a profound impact on the decision‑making of moving target defense.

First, regulators integrate moving target defense into the broader legal compliance
framework by imposing modest penalties on attacking parties. This encourages cyber de‑
fenders to take proactive initiatives to ensure that their moving target defenses are compli‑
ant with regulations and standards, thereby reducing the legal risk of a breach.

Second, the effect of penalty mechanisms to drive attackers to improve cybersecurity
standards is equally significant in moving target defense. Attackers choose their targets more
carefully because they may face more severe consequences, prompting defenders to focus
more on effectiveness and compliance in moving target selection and implementation.

Third, the deterrent effect of regulators positively affects moving target defense deci‑
sions. While attackers are less motivated, defenders are more motivated to enhance pre‑
vention and detection mechanisms in moving target defense strategies, aiming to improve
the overall security level of the network.

The task of maintaining public interest is also reflected in moving target defense. By
imposingmoderate penalties on attackers, regulators help ensure the effectiveness ofmobile
target defense, thereby maintaining the public security of the entire network ecosystem.

Finally, the impetus of the penalty mechanism helps facilitate information sharing,
including with regulators and other entities. Knowing the potential consequences of a
breach, defenders are more willing to share critical information about moving target de‑
fenses in order to collectively improve the security of the entire cyber ecosystem. Overall,
regulators’ penalty mechanisms play a crucial role in guiding and facilitating moving tar‑
get defense decisions in the cyber‑attack‑defense game, contributing positively to a more
secure, compliant, and stable cyber environment.

Denote the penalty imposed by the regulator on the attacker as G. Let the regulatory
strike factor be β. When the defender implements a defensive strategy, the probability that
the attacker’s attack succeeds is θ. The penalty imposed by the regulator on the attacker
for carrying out the attack is G = βθ.

In summary, during phase k, when the attacker and the defender use strategies to
play an attack and defense game against

(
ax, dy

)
, the attacker’s gain from attacking in the

attack and defense game is as follows:

Uk
a
(
Ta,i, ax, dy, mi

)
= SAL − AC − SDC − G (15)

3.2.2. Defense Benefit (DB)
Defensive gain reflects the value of the network system that the defender can protect

by performing defensive actions, i.e., the gain from diverting system resources from the
attacking side. Regardless of the success or failure, the defender can gain. Specific perfor‑
mance: When the defense is successful, the defender can successfully defend against the
attack, protect the value of the network system, and obtain the direct defense gain. When
the defense fails, the defender cannot protect the value of the network system, but in the
process of defense, can obtain the attacker’s relevant information to improve the proba‑
bility of success of the next defense, and thus can obtain the indirect defense gain. The
defense benefit consists of four parts and the structure is shown in Figure 3.
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(1) Security Attribute Protection (SAP)

When the defense succeeds or fails, the defender receives different benefits.
When the defense succeeds, the benefit expectation of the defensive behavior in terms

of security attributes is quantified as follows:

Edy(Cx) =
(
1 − θxy

)
(1 − Wax (Cx))R(Cx) (16)

When the defense fails, the benefit expectation of the defensive behavior in terms of
security attributes is quantified as follows:

Edy(Cx) = µyθxy(1 − Wax (Cx))R(Cx) (17)

where µy is the discount factor for returns when the defense µy fails.
The loss of cybersecurity attributes is shown in Equation (14) as follows:

SAP
(
ax, dy

)
= (1 − ξm)Cr · ∑

x∈{c,i,a}

[
µyθxy +

(
1 − θxy

)]
(1 − Wax (Cx))R(Cx) (18)

(2) Defense Strategy Risk (DSR)
The risk to the system occurs when the defender misjudges the attack strategy and

adopts a defensive strategy.
(1) Attack Strategy Misjudgment Rate
Since the IDSmay incurmisdiagnosis andmisdetectionwhendetecting an attack strat‑

egy, PMR is the set of probabilities that aj is misdiagnosed as aw, denoted as p
(
aw
∣∣aj
)
, w ̸= j,

w = j when it means that no misdetection occurs. Therefore, the misjudgment probability
matrix E(P) can be obtained.

E(P) =


l a1 a2 · · · am

a1 p11 p12 · · · p1m
a2 p21 p22 · · · p2m
...

...
... pwj

...
am pm1 pm2 · · · pmm

 (19)
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(2) Defense Loss Function

The loss incurred when the attack strategy ax and the defense strategy dy are adopted
is represented by the defense loss matrix E(d), denoted as follows:

E(d) =


l d1 d2 · · · dk

a1 λ(a1, d1) λ(a1, d2) · · · λ(a1, dk)
a2 λ(a2, d1) λ(a2, d2) · · · λ(a2, dk)
...

...
... λ

(
ai, dj

) ...
an λ(an, d1) λ(a2, d2) · · · λ(an, dk)

 (20)

When attack strategy ax is determined, d∗y is subsequently determined. When a mis‑
detection occurs, the defender mistakes ax for a−x, at which point the defender chooses
defense strategy d∗−y instead of d∗y . Where λ

(
ax, dy

)
is denoted as the defense loss function,

as shown in Equation (17).

λ
(
ax, dy

)
= λ

(
ax, d∗y , d∗−y

∣∣∣mj

∣∣∣Tdj

)
= RDG

(
ax, d∗y

∣∣∣mj

∣∣∣Tdj

)
− RDG

(
ax, d∗−y

∣∣∣mj

∣∣∣Tdj

)
(21)

whereRDG is theRelativeDefenseGain: RDG
(

ax, dy

∣∣∣mj

∣∣∣Tdj

)
= AC(ax)− DeC

(
dy

∣∣∣mj

∣∣∣Tdj

)
denotes the difference between the attack cost and the defense cost after the defender Tdj

sends the induction signal.
When the real attack ax is misjudged as aw, the risk‑reward associated with adopting

defense strategy dy is:

DSR
(
ax, dy

)
=

m
∑

w=1
λ
(
ax, dy

)
p(aw|ax)

1 ≤ w ≤ m w ̸= x, 1 ≤ x ≤ m, 1 ≤ y ≤ n
(22)

(3) Defense Cost (DC)

It mainly consists of four components: Attack Surface Shifting Cost (ASSC), Negative
Impact Cost (NC), Attack Identification Cost (AIC), and Signal Camouflage Cost (SCC).
ASSC refers to the overhead of changing system resources when the attack surface is trans‑
ferred, and the size of this cost is related to the pre‑altered system attack surface dimension
(including system vulnerability utilization cost). NC refers to the loss brought by changing
system resources when the attack surface is transferred, which results in the system not be‑
ing able to work normally or the quality of service is degraded, and resource availability is
reduced. The size of this cost is related to the reconfiguration rate a of the defense strategy,
the shorter the period, the larger the NC. AIC refers to the cost of detecting and identifying
different types of attackers; the higher the level of competence, the more difficult it is for
attackers to be detected and identified, and the higher their cost. SCC refers to the cost of
constructing the induced signal.

DC
(

ax, dy, Tdj

)
= ASSC

(
dy
)
+ NC

(
dy, t

)
+ AIC

(
dy, Tdj

)
+ SCC(mn) (23)

NC = Cost of Decrease in Service Quality = Original service quality
SQ ·

(
1 − 1

1+e−(a−k)

) (24)

(4) Incentive Mechanism (R)

In the field of cybersecurity, traditional attack and defense games constitute only part
of the cybersecurity situation, whereas in reality, cybersecurity involves a much wider
range of participants. The existence of third‑party entities or factors has a direct or indirect
impact on the cybersecurity situation. The introduction of third‑party rewardmechanisms
is mainly aimed at improving the overall effectiveness of cybersecurity.
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In the context of moving target defense, the reward mechanism has a far‑reaching
impact by motivating the defender to take proactive measures. First, the reward mecha‑
nism encourages the defender to take effective protective measures, increase the invest‑
ment and implementation of security measures, and improve the overall security level of
the network. Second, in order to obtain rewards, defenders are willing to share threat intel‑
ligence and vulnerability information appropriately without harming their own interests,
which promotes information sharing and contributes to a comprehensive understanding
of the response to emerging threats. In addition, the reward mechanism promotes cooper‑
ation and joint defense, enhancing the resilience of the entire ecosystem. Cooperation and
joint defense allow for a collaborative response to complex cyberattacks, making network
participants more collectively resilient to threats and thus strengthening the security of the
entire network. By increasing the cost of attacks, the rewardmechanismmakes it more dif‑
ficult for attackers to successfully execute attacks, reducing the frequency and impact of
attacks. Taken together, the introduction of a reward mechanism under moving target de‑
fense not only improves the overall effectiveness of network security, but also stimulates
the defender to take proactive measures, share information, and strengthen the coopera‑
tive posture, thus providing an effective means to establish a more secure, collaborative,
and stable network environment.

Denote the incentive pay off by R. Let R = αI (where I denotes the amount of in‑
formation made public, and α denotes the degree of social benefit). Therefore, when the
defender implements a defensive strategy, let the amount of information disclosed by the
defender at this time be I; then R = αI.

In summary, during phase k, when the attackers and defenders use strategies to play
the attack and defense game against

(
ax, dy

)
, the defender’s defensive gain in the attack

and defense game is as follows:

Uk
d
(
Td,i, ax, dy, mi

)
= SAP − DC − DSR + R (25)

3.3. Evolutionary Equilibrium Solution
In this paper, theMTD attack and defense confrontation are divided into amulti‑stage

Markovprocess, and the objective criterion function R is designed to calculate the total gain
from the initial to the end of the attack and defense phase. Due to the existence of a series
of noise effects, such as signal attenuation in the process of network attack and defense
confrontation, and since the attack and defense gain is related to time, the discount factor
is introduced. The discount factor discounts future gains or losses to the current value to
reflect the time value for the decision. This introduction enhances the model’s integration
of long‑term impacts and strategies when formulating objective criterion functions based
on Markov processes. The discount factor allows the model to focus more on the long‑
term impact of future security threats and countermeasures on the security of the system,
while simultaneously motivating the system to adopt more robust and durable security
measures. By making trade‑offs between the present and the future, the discount factor
helps to synthesize immediate returns and long‑term gains, avoiding a focus solely on
immediate benefits while neglecting the impact of long‑term strategies. This approach
enhances not only the consideration of long‑term strategies but also improves the model’s
adaptability to uncertainty and risk. It contributes tomore comprehensive and sustainable
cybersecurity decision‑making.

Different discount factor values can significantly impact decision modeling results.
Higher discount factors emphasize gains or losses in the current period. This emphasis
may result in biased models that overlook long‑term strategies and focus solely on short‑
term effects. Conversely, a lower discount factor prioritizes long‑term effects, enhancing
the model’s accuracy for future security threats and countermeasures. Additionally, dis‑
count factor values reflect an organization’s risk tolerance, influencing investment in secu‑
rity measures and resource allocation. Choosing the appropriate discount factor value is a
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critical decision. It requires carefully balancing potential impacts to ensure that the model
aligns with the strategic goals of the organization.

The method from the related Jiang et al. [32] is used, which adopts the discount ex‑
pectation criterion function to measure the different strategies. The gain, i.e.,

Rk
d
(
ax, dy

)
= Uk

d
(
Ta,i, ax, dy, mi

)
+ ∑

h∈[k,T]
ϑhηkh(Sh|Sk )Rh

d

Rk
a
(
ax, dy

)
= Uk

a

(
Td,j, ax, dy, mi

)
+ ∑

h∈[k,T]
ϑhηkh(Sh|Sk )Rh

a
(26)

Introducing replicated dynamic equations to solve multi‑stage game equilibria:
(1) Thedefender releases an induced signal, and theattackerpicks theoptimal attack strategy.

The attack gain and attack expected gain when the defender in stage k adopts a rank
φj defense strategy and sends a mi‑induced signal:

Rk
ax =

n
∑

y=1
qk(dy

)
Rk

a
(
ax, dy

)
Rk

a =
m
∑

x=1
pk(ax)Rk

ax

(27)

(2) The attacker chooses the optimal attack strategy by analyzing the incoming signals.

The defense gain and defense expected gain of the defender in stage k are as follows:
Rk

dy
=

m
∑

x=1
pk(ax)Rk

d
(
ax, dy

)
Rk

d =
n
∑

y=1
qk(dy

)
Rk

dy

(28)

Constructing equations for replication dynamics:pk′(ax) = pk(ax)
[

Rk
ax − Rk

a

]
qk′(dy

)
= qk(dy

)[
Rk

dy
− Rk

d

] (29)

(3) Solve the k‑stage equilibrium strategy of the evolutionary game
(

a∗x, d∗y
)
:[

pk
′
(ax)

qk′(dy
)] = 0 (30)

(4) According to the above sought equilibrium solution and Bayes’ law, the a posteriori
probability of the defender’s judgment is solved. The modified posteriori probabil‑
ity is then substituted into the next stage of the attack and defense confrontation to
accelerate the convergence speed of the evolutionary game.

3.4. Algorithm Design and Analysis
3.4.1. Algorithm for Selecting Defense Strategies for Three‑Way Evolutionary Games

Based on the above research, an algorithm for the selection of defense strategies for
the three‑way evolutionary game for moving targets is given, as shown in Algorithm 1.
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Algorithm 1: Algorithm for Selecting Defense Strategies for Moving Target Three‑way
Evolutionary Games

InputMTTEGDM
Output Optimal Defense Strategy d∗y
BEGIN
1 Initialize MTTEGDM
2 Construct the induction signal strategy set M = {m1, m2, · · ·, mn}
3 Construct an attack strategy set Ak

a = {a1, a2, . . . , an}
4 Construct a defense strategy set Dk

d = {d1, d2, . . . , dn}
5 Construct the set S0 of initial states and the set S of stable states of the game
6 Initialize the system state transfer probability
7 For(k = 1; k ≤ T; k ++)

     {
7.1 Three‑way dynamically adjusted strategies to calculate the loss of

cybersecurity attributes:
SAL

(
ax, dy

)
= Cr · ∑

x∈{c,i,a}
θxyWax (Cx)R(Cx)

SDE
(
ax, dy

)
= Cr · ∑

x∈{c,i,a}

[
µyθxy +

(
1 − θxy

)]
(1 − Wax (Cx))R(Cx)

7.2 Calculate the gains of both sides under the attack‑defense strategy
(
ax, dy

)
:

Uk
a
(
Ta,i, ax, dy, mi

)
= SAL − AC − SDC − G

Uk
d
(
Td,i, ax, dy, mi

)
= SAP − DC − DSR + R

7.3 Calculate the discounted expected return criterion function:
Rk

d

(
ai, dj

)
= Uk

d + ∑
h∈[k,T]

ξhηkh(Sh|Sk )Rh
d

Rk
a

(
ai, dj

)
= Uk

a + ∑
h∈[k,T]

ξhηkh(Sh|Sk )Rh
a

7.4 Construct dynamic equations for optimal attack strategy replication:
p′i(t) = pi(t)

[
Rk

ai
(t)− Rk

a(t)
]
dt

7.5 Construct dynamic equations for optimal defense strategy replication:
q′j(t) = qj(t)

[
Rk

dj
(t)− Rk

d(t)
]
dt

7.6 Solve the k‑stage evolutionary game equilibrium strategy(
a∗x, d∗y

) [p′i(t)
q′j(t)

]
= 0

7.7 Optimal defense strategy d∗y ∈ argmaxRk
d(Td, a, d, m)

7.8 Construct a priori probability pk
(

Td,j|mi

)
= p̃k−1

(
Td,j|mi

)
7.9 Output d∗y

}
8 END

Initialize the MTTEGDM parameters, enter the for‑loop, and calculate the attack and
defense gains for different pairs of attack and defense strategies at each game stage. Firstly,
three‑way evolutionary dynamic strategies are used to calculate the network security loss
of the Defender. Secondly, the respective risk benefits of attack and defense, as well as
the third party’s reward and punishment benefits, are calculated, respectively. Finally,
the Markov Decision Process is used to calculate the future discounted return criterion
function. Construct replicated dynamic equations. The joint equations are used to solve
the equilibrium solution of the evolutionary game, and the optimal defense strategies are
the output based on the principle of maximizing the defense benefits. Adjust the a priori
probability of the type of the defender and use the a posteriori probability of the previous
stage as the probability input value of the next stage.
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3.4.2. Algorithm Analysis and Comparison
The time complexity of the MTTEGDM algorithm is mainly concentrated in Step 7.

Step 7mainly involves T stages of attack and defense game benefit quantification. The time
complexity of this process is O(T). Steps 7.4, 7.5, and 7.6 solve the attack and defense evo‑
lutionary equilibrium, including n defense strategies and m attack strategies, respectively.
At this time, the time complexity of the whole MTTEGDM algorithm is O((n + m)T). The
space consumption of the MTTEGDM algorithm is mainly concentrated on the storage
of intermediate results, and the gain value accounts for the largest proportion, which con‑
tains T(m + 2n) storage units with the number of induction signals and attack and defense
strategies. Therefore, its space complexity is O

(
Tn2m

)
. According to the MTTEGDM al‑

gorithm, not only can the corresponding return value of each strategy be obtained, but
also the change of strategy selection state over time can be acquired by replicating the
dynamic equations. This enables the analysis and prediction of the stable equilibrium of
network evolution.

The method given in this paper is compared with other literature, and the results are
shown in Table 3.

Table 3. Comparison of algorithms.

Algorithm Integrality Dynamicity Behavioral
Rationality

Revenue
Quantification

Defensive
Dominance Game Type

Zhang [6]
Algorithm

Complete
information Single stage Complete

rationality Simple Weak Static game

Huang and Zhang [7]
Algorithm

Incomplete
information Single stage Limited

rationality Simple Weak Evolutionary game

Jiang et al. [8]
Algorithm

Incomplete
information Single stage Complete

rationality Normal Strong Signal game

BI et al. [33]
Algorithm

Incomplete
information Multi‑stage Limited

rationality Simple Strong Evolutionary signal
game

The algorithms in
this paper

Incomplete
information Multi‑stage Limited

rationality Detailed Strong Three‑way
evolutionary game

Through comparative analysis, it can be seen that the Moving Target Three‑Way Evo‑
lutionary Game Defense Model (MTTEGDM) proposed in this paper can meet the limited
rational constraints of decision makers and can analyze multi‑stage and multi‑state attack
and defense processes. Defenders, as signal senders, transform the passive position of de‑
fenders into initiative. They calculate the loss of network security attributes based on the
weight dynamic adjustment strategy of the three‑way decision and describe the attack and
defense benefits more accurately. They use the Markov discount objective criterion func‑
tion to comprehensively consider the multi‑stage attack and defense income and select the
optimal defense strategy through repeated games, which has better theoretical value and
practicability than the methods in other literature presented in Table 3.

4. Simulation Experiment and Analysis
4.1. Description of Simulation Experiment Environment

In order to verify the feasibility and effectiveness of the MTTEGDM model and algo‑
rithm, a simulation system consisting of a network defense device, a web server, a client,
an FTP server, and aDB server is constructed and experimentedwith, as shown in Figure 4.
The access control policy of this network restricts users outside the system to access theweb
server only, and the web server, FTP server, and client can access the DB server (which is
accessible to each other in the intranet through user privileges). In this experiment, we sim‑
ulated the costs versus benefits of defense and attack behaviors instead of actual attacks in a
real environment. This simulation helps to understand the factors when making decisions
in the field of cyber security, whilemaking the application of themodelmore interpretable.
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Figure 4. Network topology.

The MTD attack and defense confrontation process is divided into five stages, each of
which consists of an initial state and a stable state, making a total of ten states. The states
of each stage are described as shown in Table 4, where Sk

0 represents the initial state of the
k stage, and Sk represents the stable state of the stage.

Table 4. Stage state descriptions.

Stage No State State Description

1 S1
0

S1

System nodes are in normal state
Obtain root access to network defense devices

2 S2
0

S2

Obtain web server access privileges
Obtain web server user privileges

3 S3
0

S3

Obtain client user privileges
Obtain FTP server user privileges

4 S4
0

S4

Obtain FTP server root privileges
Obtain DB server D1 user privileges

5 S5
0

S5

Obtain DB server D1 root privileges
D2 stolen backup

For the state jumps between different stages, reference [34]. We assume that the state
transfer probability is fixed anddetermine it based on historical data and expert experience,
as shown in Table 5. Here, the probability represents the likelihood of transitioning from
state Si to state Sj. The state transfer probability is denoted as ηij = η

(
Sj|Si

)
.

The experimental system is scanned by the vulnerability scanner Nessus, and after
analyzing the obtained vulnerability data, routing configuration information, and query‑
ing the relevant data from the National Information Security Vulnerability Database [35],
the defenders are classified into two types of high and low (φH , φL), corresponding to
the defense induced signals as (mH , mL), respectively. Referring to MIT Lincoln Labora‑
tory’s classification of network attacks and defenses, as well as relevant historical data [36],
combined with the gain quantification method defined in this paper, the experimentally
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selected attack and defense strategies are shown in Tables 6 and 7. The attack and defense
game strategies at each stage are shown in Table 8.

Table 5. Stage state transfer probabilities.

State Transfer Transfer Probability

S1 → S0
2 η12 = 0.60

S2 → S0
3 η23 = 0.85

S2 → S0
4 η24 = 0.70

S3 → S0
4 η34 = 0.78

S4 → S0
5 η45 = 0.36

S3 → S0
5 η35 = 0.18

Table 6. Attack strategy attribute descriptions.

Attack Strategy Strategy Description Attack Cost Attack Detection
Probability Attack Intensity Attack Failure

Discount Factor

a1 Steal account and crack it 140 0.8 0.9 0.1
a2 Oracle TNS Listener 65 0.7 0.45 0.3
a3 Install Trojan 80 0.7 0.73 0.3
a4 LPC to LSASS process 50 0.61 0.41 0.2
a5 Shutdown server tenor 70 0.25 0.95 0.3
a6 Attack Address blacklist 75 0.52 0.53 0.1

a7
Install SQL

Listener program 70 0.54 0.55 0.3

a8 FTP rhost attack 85 0.58 0.76 0.3

Table 7. Defense strategy attribute descriptions.

Defense
Strategy

Strategy
Description

Average Recon‑
figuration Rate Type High Defense

Cost
Low Defense

Cost
Defense Failure
Discount Factor

d1 Delete account Random ‑ 185 205 0.1

d2
Port Enlarging +
IP Enlarging ‑ Detection Surface

Expansion 155 170 0.2

d3 Protocol changing Random Attack surface shift 160 180 0.2

d4 Routing Enlarging Fixed Detection Surface
Expansion 150 165 0.2

d5 Uninstall Trojan ‑ ‑ 80 100 0.3

d6
Protocol changing
+ IP Hopping ‑

Attack surface shift
+ attack surface

transform
65 90 0.1

d7
Add Address

blacklist ‑ Detection Surface
Expansion 80 105 0.2

d8 Storage Enlarging Fixed Detection Surface
Expansion 75 110 0.3

d9 Storage Enlarging Random Detection Surface
Expansion 70 95 0.2

Table 8. Content of Attack and Defense Strategies by Stage.

Game Stage Attack
Strategy

Signal
Type

MTD
Strategy

Defense
Level

Success Probability of
High‑Level Defense β

Success Probability of
Low‑Level Defense β

S1
0 → S1

a1
a2

mH
mL

d1
d2

φH
φL

[
0.56 0.40 0.50
0.60 0.90 0.80

] [
0.53 0.30 0.40
0.45 0.70 0.68

]
S2

0 → S2
a3
a4

mH
mL

d3
d4

φH
φL

[
0.90 0.75 0.80
0.82 0.58 0.48

] [
0.78 0.60 0.62
0.75 0.45 0.40

]
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Table 8. Cont.

Game Stage Attack
Strategy

Signal
Type

MTD
Strategy

Defense
Level

Success Probability of
High‑Level Defense β

Success Probability of
Low‑Level Defense β

S3
0 → S3

a4
a6

mH
mL

d6
d7

φH
φL

[
0.88 0.70 0.90
0.75 0.90 0.50

] [
0.70 0.65 0.75
0.68 0.79 0.40

]
S4

0 → S4
a2
a8

mH
mL

d8
d5

φH
φL

[
0.95 0.81 0.72
0.60 0.80 0.66

] [
0.85 0.78 0.68
0.50 0.70 0.60

]
S5

0 → S5
a4
a7

mH
mL

d8
d9

φH
φL

[
0.65 0.55 0.95
0.55 0.50 0.80

] [
0.60 0.40 0.80
0.50 0.40 0.75

]

4.2. Benefit Calculation
Referring to Zhang et al. [37], the defense induced signaling cost (mH , mL) = (60, 70)

as well as the attack recognition cost is set to (50, 60). According to the importance of the
network devices in the experimental environment and the services provided, the security
attributes of the network devices are set as shown in Table 9.

Table 9. Device security attributes.

Equipment Confidentiality Integrity Availability Resource
Significance

Network defense device 300 250 280 3
Web server 200 200 280 2

Client 280 150 230 2
FTP server 180 200 250 2

Database server 250 350 500 4

According to the proposed three‑way dynamic adjustment model, different weight
adjustment strategies corresponding to different attack intensities are calculated, and the
resulting impact of cyber‑attacks on network security attributes is shown in Table 10.

Table 10. Three‑way dynamic adjustment algorithm stage thresholds.

Stage α, β Threshold

S1 0.85, 0.19
S2 0.86, 0.20
S3 0.87, 0.19
S4 0.85, 0.20
S5 0.87, 0.19

Taking the first stage as an example, with reference to Jiang et al. [32] and Equations (22)
and (23), the game payoffs of the attacking and defending sides in the first stage are calcu‑
lated and plotted as a game tree, as shown in Figure 5.

The defender naturally selects the defense type (φH , φL) with probabilities (pH , pL).
The attacker has a priori probability (φH , φL) = (0.4, 0.6) for the defense types. The at‑
tacker observes the induced signal (mH , mL) and then corrects the a priori probability for
the defense types (ΦH , ΦL) and adopts an attack strategy. The corresponding defender
adopts the corresponding defense strategy. At this stage, the attacker adopts the strategy
combination (a1, a2), and the defender adopts the strategy combination (d1, d2). The at‑
tacker and defender adopt different pairs of attack and defense strategies (e.g., (a1, d1),
(a2, d1), etc.) to quantitatively calculate the attack and defense gains.
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4.3. Equilibrium Solution and Analysis
Referring to the method of literature Xiao [38], let the Markov discount factor be

ξ = 0.4. The probability that the attacker adopts an attack strategy is (x, 1 − x), and the
probability that the defender adopts a defense strategy is (y, 1 − y).

Taking the first stage (φH , m2) as an example, four representative attack and defense
group probabilities are selected for analysis. The constructed network environment is sub‑
jected to several simulation experiments, and the experimental results are shown in Figure 6.
(1) When the initial values are x = 1, y = 0, the attacker adopts pure strategy a1 with

probability 1, and the defender adopts pure strategy d2 with probability 1. After a
period of time, the attack and defense evolution strategies do not change, i.e., the
optimal defense strategy is d2, as shown in Figure 6a.

(2) When the initial values are x = 1, y = 1, the attacker adopts pure strategy a1 with
probability 1, and the defender adopts pure strategy d1 with probability 1. After a
period of time, the attack and defense evolution strategies do not change, i.e., the
optimal defense strategy is d1, as shown in Figure 6b.

(3) When the initial values are x = 0.3, y = 0.8, the attacker selects the attack strategy
with mixed probabilities (0.3, 0, 7), and the defender selects the defense strategy with
mixed probabilities (0.8, 0, 2). After a period of time evolution, the probabilities of
attack and defense strategies finally converge to 1 and 0, respectively, and reach a sta‑
ble state. The defender takes pure strategy d2 with a probability of 1, i.e., the optimal
defensive strategy is d2, as shown in Figure 6c.

(4) When the initial values are x = 0.3, y = 0.8, after a period of evolution, the attack and
defense strategy probabilities still eventually converge to 1 and 0, reaching a stable
state. The defender takes pure strategy d2 with probability 1, i.e., the optimal defense
strategy is d2, as shown in Figure 6d.
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Corrected paragraph: From the above simulation results, it can be seen that given
the initial states selected by different strategies, the system will eventually reach a certain
stable state after evolution. By comparison, the evolutionary gamemodel is consistentwith
the evolutionary law in the real system; therefore, the gamemodel in this paper is effective.

The strategy selection algorithm of Section 3 is implemented using Python program‑
ming, and the initial values of the experiments are all mixed strategies. The equilibrium
strategies at each stage are calculated, as shown in Table 11, where d∗ represents the opti‑
mal defense strategy of the defender at each stage.

Table 11. Stabilized solutions for each stage of attack and defense evolution.

Game Stage Defense Level
φ*

Defense Strategy
d*(m)

Signal Strategy
m*(ϕ)

Attack Strategy
a*(m)

Attack Gain
UkA

Defense Gain
UkD

S1
0 → S1 φH d2 mL a1 682 249

S2
0 → S2 φH d4 mL a4 224 87

S3
0 → S3 φH d8 mL a4 271 123

S4
0 → S4 φH d6 mL a2 120 155

S5
0 → S5 φH d12 mL a8 1659 649

The ultimate goal of the attacker is to damage the DB server information of the target
system. The MTD decision algorithm is implemented by Matlab 2016a and PyCharm 2021
tools. The data and images of each stage of attack and defense simulation are analyzed,
and it is known that there are two attack paths for the attacker as follows:
(1) Network Defense Equipment—Web Server—Client—FTP Server—Database Server
(2) Network Defense Equipment—Web Server—FTP Server—Database Server

In the first stage of the game, during the interaction between the attacker and the
defender, the defender adopts defense strategy d2 at the high‑level defense, releasing low‑
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level defense signals to confuse the attacker. Meanwhile, the attacker adopts attack strat‑
egy a1, resulting in a separating equilibriumwith a defense gain of 324. On the other hand,
when the defender adopts strategy d2 for the high‑level defense, releasing high‑level de‑
fense signals to confuse the attacker, and the attacker adopts attack strategy a1, the result
is another separating equilibriumwith a defense gain of 314. However, when the defender
is at a low defense level, there is no equilibrium solution. Therefore, when comparing the
gain values, the optimal defense strategy in this stage is when the defender at the high‑
level releases the low‑level defense signal and adopts the d2 defense strategy, as shown in
Figure 5.

For the same reason, as can be seen in Table 11, the attacker successfully invades the
Network Defense Equipment and obtains root privileges after the attack and defense into
the second stage. The optimal defense strategy in this stage iswhen the high‑level defender
releases the low‑level defense signals and adopts the d4 defense strategy.

The attacker exploits the vulnerability of theWeb Server and obtains its root privileges.
Then, they enter the third stage of Client and the fourth stage of FTP Server privilege cap‑
ture attack and defense state. In the third stage, the optimal defense strategy is to release
the low‑level defense signal from the high defense level and adopt the d8 defense strategy.
In the fourth stage, the optimal defense strategy is to release low‑level defense signals from
the high defense level and adopt defense strategy d6.

When the attack and defense confrontation proceeds to the fifth stage of protecting
the database server, the optimal defense strategy is for the high‑level defender to release
the low‑level defense signal and adopt the d12 defense strategy.

Through the accumulation of the above defensive gains, it can be seen that the total
defense gain of Path 1 is greater than the total defense gain of Path 2. Thus, the attack and
defense process of Path 1 is more satisfying to the defense needs. Through the analysis of
the characteristics of the two attack chains, in order to reduce the probability of the forma‑
tion of attack chain 2, it is necessary to reduce the probability of state 2 jumping to state
4. By analyzing the attack and defense strategy of state 4, the algorithm proposed in this
paper concludes that the optimal attack strategy is Oracle TNS Listener for S4. Therefore,
the defender can focus on this attack for the moving target defense and reduce the value
of µ24(S4|S2) to achieve the optimal defense effect.

4.4. Result Analysis
Through 50Monte Carlo simulation experiments, the effectiveness of the proposed al‑

gorithm is verified. It is done by comparing the cumulative benefits of the Moving Target
Three‑way Evolutionary GameDefenseModel (MTTEGDM) and the traditional evolution‑
ary game defense model, that is, the model without the specific analysis of MTD benefits.
The experimental results are shown in Figure 7.

The experimental results indicate that the traditional evolutionary gamedefensemodel
exhibits low and slow cumulative defense benefits due to its lack of specific analysis of
MTDbenefit. In contrast, theMovingTarget Three‑wayEvolutionaryGameDefenseModel
(MTTEGDM) shows a steady and substantial increase. The traditional model’s failure to
conduct a quantitative analysis of MTD payoff leads to errors in game payoff calculation,
resulting in significant cost and resource wastage. In this paper, the MTTEGDM proposes
actively releasing induced signals to deceive attackers. It takes the posterior of the previous
stage as the prior probability of the next stage, with corrections applied. Simultaneously,
a specialized quantitative benefit analysis is conducted for the defender using MTD. The
optimal MTD defense strategy is adopted, making it more suitable for actual MTD ap‑
plication. This not only enhances the defense model’s effectiveness and security but also
maximizes the utilization of defense resources.
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5. Conclusions
Currently, applying Moving Target Defense (MTD) is a necessary trend for network

security. Traditional static security defense struggles to respond effectively to constantly
evolving network threats. In this context, this article proposes the Moving Target Three‑
way Evolutionary Game Defense Model (MTTEGDM). The model emphasizes the proac‑
tivity of MTD defense. It provides a more flexible and adaptable network defense method
through a combination of signal games and evolutionary games. The use of three‑way
decision methods enables the model to accurately capture the intentions of attackers. It
comprehensively considers multiple factors in defense decisions, thereby better adapting
to the ever‑changing network attack situation. The introduction of three‑way decision
methods not only brings the model closer to the actual attack and defense situation but
also enhances the deep understanding of attacker behavior. It provides a foundation for
more accurate decision‑making. Introducing reward and punishment mechanisms, along
with third‑party supervision to optimize the overall benefits of defense, can help establish
a healthy network ecosystem. This approach improves the overall level of network secu‑
rity. Overall, the MTTEGDM model is of great significance for the application of MTD.
It emphasizes proactivity, quantitative analysis, resource optimization, and introduces at‑
tack intent using three‑way decision methods. A new theoretical framework is introduced
for the field of network security, providing strong support for the practical application of
MTD network defense strategies. However, in the face of complex network environments,
relying solely on these preliminary studies is far from enough. Faced with various attack
behaviors, how to effectively defend against MTD remains a challenge worth studying.
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