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Abstract: The power communication network carries various power services to ensure the safe
operation of the power network, among which, the relay protection service is the most important
service. Reasonable planning of the service route can improve the effectiveness and reliability of
data transmission in the power communication network, thereby ensuring the reliable operation of
the power grid. This paper constructs a route planning architecture for the power communication
network based on a software-defined network. On this basis, parameters such as the power service
and network-carrying service status are defined. With the goal of minimizing network risk variance
and considering link bandwidth utilization and overload constraints of relay protection services,
a service route allocation problem has been raised. To solve this problem, a power service route
planning scheme based on a reinforcement learning algorithm is proposed. This algorithm uses
the state–action–reward–state–action (SARSA) algorithm to complete service route planning. The
simulation results show that using the route planning scheme proposed in this paper can avoid
the overload of relay protection services, reduce network risk variance, and effectively balance
network risk.

Keywords: power communication network; overload; dual route; software-defined network;
reinforcement learning

1. Introduction

With the development of communication technology and computer technology, tradi-
tional power grids are evolving toward smart grids with higher reliability, sustainability,
and flexibility [1–3]. The power communication network is an important component of
the smart grid, and the backbone network consists of exchange nodes and fiber optic links,
carrying out the services of power grid production and operation. The transmission and
exchange of service data are closely related to the safe operation of the power grid [4,5]. In
the pursuit of high-quality power grid development, the variety and number of services
continue to grow, and it is necessary to ensure the reliability and effectiveness of power
communication network service transmission [6]. Among them, an important method for
ensuring the safe and reliable operation of the power communication network is to allocate
routes reasonably for power services [7].

At present, in terms of network technology, software-defined networking (SDN) de-
couples the data plane from the control plane, simplifies network management, and is
currently a popular network technology [8]. In addition, reinforcement learning (RL) and
deep learning (DL) are developing rapidly and have shown strong capabilities in various
fields. DL combines low-level features through multi-layer network structures and nonlin-
ear transformations to form abstract and easily distinguishable high-level representations,
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in order to discover distributed feature representations of data. DL focuses on the percep-
tions and expressions of things, and generally requires a large amount of training data. RL
maximizes the cumulative reward value that the agent receives from the environment to
learn the optimal strategy for achieving goals, with a focus on learning problem-solving
strategies [9]. RL is more suitable for route planning problems.

For research on route planning schemes for power services, the main focus is currently
on reducing network risks, and there is a lack of consideration for relay protection service
overload (RPSO). A relay protection service is the most important service carried out
by the power communication network and the most important factor for the safe and
stable operation of the power grid. To ensure the safe transmission of the relay protection
service, route planning is constrained by overload; that is, the number of relay protection
services carried by an optical cable link in the network must not exceed the overload
threshold. At the same time, relay protection services require dual route planning. When
the working route fails, it quickly switches to the protection route to ensure the transmission
of service data. Therefore, in response to the overload constraint and dual route planning
of relay protection services, this paper proposes a route planning scheme based on the state–
action–reward–state–action (SARSA) algorithm. The simulation experiment verified the
effectiveness of the route planning scheme proposed in this paper. The main contributions
and novelty of this paper can be summarized as follows:

1. We establish a power communication network service route planning architecture
based on SDN and define power service and network state parameters.

2. We aim to reduce the variance of network risk and propose a route planning scheme
based on the SARSA algorithm for service routes while satisfying the conditions of
link bandwidth and RPSO.

3. Assuming that power services arrive in chronological order, we provide a route
planning process for multiple services.

2. Related Work

A large number of research studies have been published on the route planning of
power services. Reference [10] calculates the importance of links based on the availability of
links in the power communication network and the service routes carried, and then analyzes
the reliability of each service route. References [11,12] divide the power communication
network into the physical link layer, network topology layer, and service layer. Based on the
three-layer topology structure and its relationships, the reliability of switching equipment
and fiber optic cable links is analyzed, and a risk assessment model for the service route is
established. On this basis, many scholars have established different service route planning
models that consider the risk or risk balance of the power communication network, but
their solution methods are different.

One type is to use algorithms from graph theory, including the Dijkstra algorithm
and k shortest path (KSP) algorithm. In reference [13], the authors consider the risk and
load of the link, and use the weighted average of the two as the link weight, ignoring
the weight of the exchange node. The Dijkstra algorithm is used to solve the problem.
Similarly, in reference [14], the authors take the risk of fiber optic links and switching
nodes as their weights and use the Dijkstra algorithm to directly obtain the route with
the lowest risk value as the service route. Reference [15] uses the KSP algorithm to search
for multiple reachable routes for services and selects the route with the lowest network
risk balance as the service route. Reference [16] considers the situation of route recovery
after communication network failures. For services that cannot be transmitted due to
communication network failures, the KSP algorithm obtains k candidate paths based on
the link bandwidth and transmission delay, and selects the path that meets bandwidth
requirements as the recovery route. Reference [17] considers the risks of nodes and links,
calculates the shortest path for each service based on the intermediary centrality theorem,
and modifies the service route multiple times to improve the risk balance of the network.
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Another type is to use heuristic algorithms such as the genetic algorithm. In refer-
ence [18], the author weighs the risk balance sum, load pressure, and average service delay
as the objective function for route planning, and uses an improved genetic algorithm to
solve it. Reference [19] considers the multi-objective optimization problem of establishing
risk balance and service delay, both of which are solved using the NSGA-II algorithm.
Reference [20] constructs a link importance evaluation algorithm for both working and
backup routes based on the SDN architecture, and optimizes network risk using a genetic
algorithm for service route planning. Reference [21] constructs a communication vulnera-
bility index based on service distribution and network attacks to describe the risk of service
transmission, and optimizes the route through an improved fast genetic algorithm.

The last type is to use the RL algorithm, such as the Q-learning algorithm. Refer-
ence [22] proposes a route optimization algorithm based on reinforcement learning for
low latency services in power communication networks, with the sum of data flow delays
as the reward value. Reference [23] introduces the edge risk value weight and node risk
value weight to improve the existing edge risk value and node risk value indicators, and
proposes a Q-learning algorithm-based service route planning algorithm for the power
communication SDH optical transmission network. Reference [24] defines the ratio of the
joint importance of a service to its path reliability as the joint importance reliability value,
and proposes a Q-learning-based route planning algorithm with the standard deviation
of this value as the objective optimization function. Reference [25] proposes a route opti-
mization algorithm based on reinforcement learning and multi-constraint fusion for the
power communication OTN transmission network services. In the simulation, this paper
compares the performance of the Q-learning algorithm and the SARSA algorithm. The
largest difference between the SARSA algorithm and the Q-learning algorithm is that the
Q-learning algorithm uses the maximum value of the value function for iteration, while
the SARSA algorithm uses the actual Q-value for iteration. Compared to the Q-learning
algorithm, the SARSA algorithm tends to converge more easily. Therefore, we adopt the
SARSA algorithm to solve the route planning problem.

3. System Model

The power communication network route planning architecture based on SDN is
shown in Figure 1, which includes the data plane, control plane, and calculation plane. The
data plane mainly refers to the power communication network. In the power communica-
tion network, service data are transmitted from the source node to the destination node
through route. The control plane mainly includes the SDN controller. The SDN controller
controls the reception of service information, such as the service source node, service
destination node, etc., and obtains the current network status, including the node-carrying
service situation and link-carrying service situation. Furthermore, the SDN controller takes
the service information and network status as inputs and calls the route algorithm of the
calculation plane to plan the route for the current service. After obtaining the service route,
the SDN controller distributes the service route to the power communication network
and updates the network status to complete the service route planning. Below is a de-
tailed introduction to the status of the power communication network, power service, and
network-carrying service status.
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Figure 1. Architectural diagram of power communication network route planning based on SDN.

3.1. Power Communication Network

The power communication network consists of N switching nodes and M fiber op-
tic links, which can be represented as G = (V, E). Among them, V = {vi|i ∈ Λ},
Λ = {1, 2, ..., N} represents the set of switching nodes, and E represents the set of op-
tical cable links. The connectivity of switching nodes can be represented by the adjacency
matrix A. If there is an optical cable link between node vi and node vh, then the element
A(i, j) = 1; otherwise, A(i, j) = 0. Therefore, the adjacency matrix is a symmetric matrix,
and A(i, j) = 1 and A(j, i) = 1 represent the same optical cable link. We define the fiber
optic cable link as eij to avoid duplication and meet i < j. Therefore, the fiber optic cable
link set E = {eij|A(i, j) = 1, i < j, i ∈ Λ, j ∈ Λ} has M elements.

In the power communication network, power service data are generally sent out from
the source node, pass through multiple switching nodes and fiber optic links, and finally
reach the destination node. Considering the issues of fiber optic cable bandwidth and
network risk, we further define the relevant parameters of switching nodes and fiber optic
cable links.

In the power communication network, the availability of switching nodes will be
reduced due to factors such as their service life and operating environment. Assuming the
availability of exchange node vi ∈ V is uv(vi), its failure efficiency is

rv(vi) = 1 − uv(vi). (1)

For the fiber optic cable link eij ∈ E, its length and bandwidth capacity are expressed
as l(eij) and f (eij), respectively. Given the single-core bandwidth capacity of a fiber optic
cable link, the bandwidth capacity of the link is directly proportional to the number of fiber
optic cable cores. At the same time, the fiber optic cable link will set a bandwidth utilization
threshold to reserve a portion of the bandwidth for emergency situations, assuming the
bandwidth availability of link eij is ηm(eij). In addition, during the use of optical cables, the
availability of cable links may be reduced due to natural or human factors. Natural factors
include a long service life, environmental erosion, and geological disaster damage. Human
factors include malicious human destruction and engineering development damage. As-
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suming that the unit length availability of the fiber optic cable link eij is ue(eij), its failure
efficiency is expressed as

re(eij) = 1 − ue
l(eij)(eij). (2)

3.2. Power Service

There are various types of power services, including relay protection services and
stable control system services. The bandwidth requirements for different services vary,
and their importance for the normal operation of the power grid also differs. Assuming
the number of types of electricity services is denoted as K, the importance of each type
of service can be calculated using the analytic hierarchy process [15]. Furthermore, we
define the bandwidth requirement and importance of the k ∈ Π class of services as Fk and
Ik, respectively, where Π = {1, 2, ..., K}.

Assuming that each service in the power communication network arrives in chrono-
logical order, the n-th service s(n) can be represented as s(n) = (v(n)s , v(n)d , c(n)), where v(n)s

and v(n)d represent the source and destination nodes of the service, and c(n) represents the
category of the service.

3.3. Network Status

Assuming that the service of the power communication network arrives in chronologi-
cal order, the current status of network-carrying services forms the basis for service route
planning. The status of network-carrying services mainly refers to the status of switching
nodes and fiber optic cable links that carry these services. In general, switching nodes and
fiber optic links handle various types of services. Therefore, we define the node-carrying
service matrix Bv and the link-carrying service matrix Be to represent the various services
carried by nodes and links in the power communication network. The size of Bv is N × K,
and its element Bv(i, k) represents the number of k-th class services carried by node vi. The
size of Be is N × N × K, and its elements Be(i, j, k) and Be(j, i, k) represent the number of
k-th class services carried by link eij.

As each service arrives sequentially and its route is deployed, the element values of the
matrix will constantly change. Therefore, after the route planning for the (n − 1)-th service
s(n−1) is completed, the node-carrying service matrix and the link-carrying service matrix
are B(n−1)

v and B(n−1)
e , respectively. Assuming the n-th service s(n) arrives, a reachable

route for this service is p, and the corresponding node-carrying service matrix and link-
carrying service matrix for this route are B(n)

v,p and B(n)
e,p , respectively. Assuming that the

route planned for this service is p(n), after the deployment of this route is completed, the
node-carrying service matrix and link-carrying service matrix are updated to B(n)

v and
B(n)

e . By defining the node-carrying service matrix and link-carrying service matrix, it is
convenient to calculate the network risk and the used bandwidth.

4. Problem Description

Based on the power communication network route planning architecture, with the
goal of minimizing network risk variance and satisfying the link bandwidth constraint
and RPSO constraint, a mathematical description is given for the route allocation planning
problem of a single service.

4.1. Route Planning Objectives

The network risks primarily consist of the risks associated with switching nodes and
fiber optic links. The risk of switching nodes and fiber optic cable links is influenced not
only by their own failure rates but also by their significance in carrying services. The higher
the failure rate of a node or link itself, or the greater the importance of carrying services,
the greater its risk. Based on the definitions of the node-carrying service matrix and the
link-carrying service matrix, we can conveniently calculate the network risk.
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Assuming a certain reachable route of service s(n) is p, the risk values of node vi ∈ V
and link eij ∈ E are, respectively,

R(n)
v,p (vi) = rv(vi) · g(n)v,p (vi), (3)

R(n)
e,p (eij) = re(eij) · g(n)e,p (eij). (4)

Among them, g(n)v,p (vi) and g(n)e,p (eij) represent the sum of the importance of vari-
ous services carried by node vi and link eij, respectively. Based on the definitions of

node-carrying service matrix B(n)
v,p and link-carrying service matrix B(n)

e,p , it can be
concluded that

g(n)v,p (vi) = ∑
k∈Π

Ik · B(n)
v,p (i, k), (5)

g(n)e,p (eij) = ∑
k∈Π

Ik · B(n)
e,p (i, j, k). (6)

The network risk value is the sum of the risk of switching nodes and fiber optic
links, i.e.,

R(n)
n,p = ∑

vi∈V
R(n)

v,p (vi) + ∑
eij

R(n)
e,p (eij). (7)

The average risk value of switching nodes and fiber optic cable links in the power
communication network are

R(n)
v,p =

1
N ∑

vi∈V
R(n)

v,p (vi), (8)

R(n)
e,p =

1
M ∑

eij∈E
R(n)

e,p (eij). (9)

The risk variances of switching nodes and fiber optic links are

R(n)
vv,p =

1
N ∑

vi∈V
(R(n)

v,p (vi)− R(n)
v,p )

2
, (10)

R(n)
ev,p =

1
M ∑

eij∈E
(R(n)

e,p (eij)− R(n)
e,p )

2
. (11)

The definition of network risk variance is the sum of the risk variances of both switch-
ing nodes and fiber optic cable links, i.e.,

R(n)
nv,p = R(n)

vv,p + R(n)
ev,p. (12)

In the power communication network, the smaller the network risk variance R(n)
nv,p,

the smaller the difference in risk values between each switching node and optical cable
link, and the better the network operation quality. The variance of network risk is inversely
correlated with the quality of network operation. Consequently, minimizing the variance
of network risk is set as the objective for power communication network route planning.

4.2. Route Planning Constraints

Assuming that a reachable route for service s(n) is p, and for link eij ∈ E, its used
bandwidth is

w(n)
p (eij) = ∑

k∈Π
Fk · B(n)

e,p (i, j, q). (13)
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The used bandwidth of a link cannot be greater than the product of link bandwidth
capacity and bandwidth utilization threshold, i.e.,

w(n)
p (eij) ≤ f (eij) · ηm(eij). (14)

Due to the importance of relay protection services, the route planning process should
avoid overburdening any optical cable link with too many relay protection services. The
overload threshold for relay protection services is set to λ, which means that the number of
relay protection services carried by each optical cable link in the network cannot exceed λ.
The route planning of the power communication network should be constrained by the
overload of relay protection services; that is,

B(n)
e,p (i, j, 1) ≤ λ, i ∈ Λ, j ∈ Λ. (15)

4.3. Route Planning Problem

When the n-th service s(n) arrives, assuming that the reachable route set of the service
is P(n), the route planning problem of the service can be represented as

minimize
p∈P(n)

R(n)
v,p

subject to w(n)
p (eij) ≤ f (eij) · ηm(eij)

B(n)
e,p (i, j, 1) ≤ λ, i ∈ Λ, j ∈ Λ.

(16)

For relay protection services, it is necessary to carry out dual route planning, compris-
ing a working route p(n) and a protection route p(n)a . When planning the working route, we
can follow the description of problem (16). The working and protection routes of a relay
protection service must meet the requirement of non-overlapping links; that is, the working
route and protection route cannot pass through the same optical cable link. Therefore, the
difference between planning the working route of a relay protection service and planning
the protection route lies in the set of reachable routes being different, although similar route
planning schemes can be adopted.

5. Route Planning Scheme

According to question (16), it can be seen that route planning needs to be carried
out in two steps. The first step is to find the set of reachable routes given the source and
destination nodes of the service. Secondly, in the set of reachable routes, select the route
that satisfies the constraint and minimizes the network risk variance as the working route
or protection route. However, it is very difficult to directly obtain the set of reachable routes
for the service. Therefore, we propose a power communication network route planning
scheme based on the SARSA algorithm. Below is a detailed introduction to the SARSA
algorithm and its application in route planning.

5.1. SARSA Algorithm

The SARSA algorithm is an RL algorithm aimed at maximizing the cumulative benefits
of the agent’s interaction with the environment, in order to find the optimal strategy. The
model of the SARSA algorithm is shown in Figure 2. In this model, the interaction between
the agent and the environmental state can be seen as a Markov decision process. The
agent can be represented as a quadruple (S, A, P, R), where S is the set of environmental
states; A is the set of actions that the agent may take in each state; P(st+1|st, at) is the state
transition probability model, which represents the probability of taking action at ∈ A to
transition to a new state st+1 ∈ S in state st ∈ S; rt+1 = R(st, at, st+1) is the benefit function
used to represent the benefits obtained by the agent after taking action at in state st and
transitioning to state st+1.
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Figure 2. SARSA algorithm model diagram.

In the RL algorithm, strategy π : S → A represents the mapping from the state space
to the action space. Assuming that the benefits obtained at each future time step must
be multiplied by a discount factor γ ∈ [0, 1], the sum of benefits from time t to time T is
defined as

Rt =
T

∑
t′=t

γt
′−trt′ . (17)

Among them, γ is used to measure the impact of future earnings on cumulative earnings.
The state–action function Qπ(s, a) refers to executing action a in the current state s and

following strategy π until the end. The cumulative benefits obtained by the agent during
this process are represented as

Qπ(s, a) = E[Rt|st = s, at = a, π]. (18)

For all state–action pairs, if the expected return of a policy π∗ is greater than or equal
to the expected return of other policies, then policy π∗ is called the optimal policy. There
may be more than one optimal strategy, but they share a state–action value function

Q∗(s, a) = max
π

E[Rt|st = s, at = a, π]. (19)

Equation (19) is referred to as the optimal state–action value function, and the optimal
state–action value function follows the Bellman optimal equation, i.e.,

Q∗(s, a) = Es′ ˜S[r + γmax
a′

Q(s
′
, a

′
)|s, a]. (20)

In RL algorithms, the Q-value function is generally solved by iterating the Bellman
equation, i.e.,

Qi+1(s, a) = Es′ ˜S[r + γmax
a′

Qi(s
′
, a

′
)|s, a]. (21)

Among them, when i → ∞, Qi → Q∗. By continuously iterating, the state–action value
function will converge, resulting in the optimal strategy π∗ = arg max

a∈A
Q∗(s, a). However,

in a large state, the computational cost of using the iterative Bellman equation to solve the
Q-value function is too high. Therefore, linear function approximators are commonly used
to approximate the state value function.

The SARSA algorithm adopts the Q-value iteration method. In the SARSA algorithm,
when taking action at in state st and changing to state st+1, the calculation expression for
Q(st, at) is

Q(st, at) = (1 − α)Q(st, at) + α(rt+1 + γQ(st+1, at+1)). (22)

Among them, α is the learning factor, which determines the proportion of new infor-
mation covering old information.

In order to continuously explore new states, the ε-greedy algorithm is generally
used for action selection. The specific process is as follows: in a certain state, if the
generated random number is less than the greedy rate ε, the next action is randomly
selected; otherwise, the action with the highest Q-value is chosen.
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In general, the states in a set of states are reachable. Therefore, after a limited number
of action selections, it is certain that the target state can be reached from the initial state. But
if there are unreachable situations between states, action selection may continue and enter
a dead cycle. To solve such problems, we set the upper limit of the number of actions tm,
assuming that during the process of training the Q-table or obtaining the optimal solution
based on the Q-table, the number of actions is t. When t = tm, if the destination state has
not yet been reached, the process ends to avoid entering a dead cycle.

5.2. Route Planning Algorithm

To solve problem (16), we propose a power service route planning algorithm based on
the SARSA algorithm. Below are the specific details of the algorithm. The proposed route
planning algorithm is summarized in Algorithm 1.

In this route planning algorithm, a switching node represents a state, and all nodes
form a set of states, i.e., S = V.

In state vi, the action is to select a neighboring node of that node as the next node for
the route; therefore, the set of actions in this state is Ai = {vj|eij ∈ E or eji ∈ E}.

For the benefit function, R, if action at reaches the destination node, the benefit value
is a larger number µ, which enables the algorithm to reach the destination node as soon
as possible, i.e., rt+1 = µ; otherwise, we calculate the network risk variance R(n)

nv,at to
execute the action and use the opposite of this variance value as the return value, i.e.,
rt+1 = −R(n)

nv,at .
Assuming the maximum number of iterations of the algorithm is σm, when the number

of iterations σ reaches σm, the algorithm training ends. After the algorithm training is
completed, we need to obtain the route based on the Q-table. The specific process is
as follows: starting from the service source node, we select the action with the highest
Q-value in each state experienced, and reach the destination node directly to obtain the
service route.

Algorithm 1: Route planning algorithm for the power communication network
based on the SARSA algorithm.

Input: s(n), B(n−1)
v , B(n−1)

e
Output: p(n)

1: Initialize the Q-table.
2: For σ = 1 to σm do
3: Set t = 1, st = v(n)s .
4: While st ̸= v(n)d do
5: In state st, use the ε-greedy algorithm to select action at and enter state st+1.
6: if st+1 = v(n)d
7: Q(st, at) = (1 − α)Q(st, at) + αµ.
8: end while
9: else

10: Calculate network risk variance R(n)
nv,at , rt+1 = −R(n)

nv,at .
11: Q(st, at) = (1 − α)Q(st, at) + α(rt+1 + γmax

a
Q(st+1, a)).

12: t = t + 1.
13: if t == tm
14: end while
15: end if
16: end if
17: end while
18: end for
19: Calculate service route p(n) based on Q-table.
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Due to constraints like link bandwidth and the overload of relay protection services,
as the number of services increases, some states are inaccessible. This requires setting the
upper limit of the number of actions tm. Assume that during the process of training the
Q-table or obtaining routes based on the Q-table, if the number of actions t reaches tm but
still does not reach the destination node, the process ends. If the process is to obtain the
route, it is considered a failure in route planning. When the number of services is small,
service route planning is generally not constrained by link bandwidth and the overload of
relay protection services. It can be reached between various nodes in the network. In order
to fully explore all states, the upper limit of the number of actions can be larger at this time.
When there is a large number of services, some nodes cannot be reached. In order to save
computing resources, exploration can be terminated in advance, and the upper limit of the
number of actions can be reduced. In short, the upper limit of action count should decrease
as the number of services increases. In addition, if the action set in a certain state is empty,
the current iteration will be terminated directly or route planning will be considered as
a failure.

5.3. Route Planning Process

Assuming that the power service arrives in chronological order, after completing the
route planning of the service s(n), it is necessary to update the node-carrying service matrix
B(n)

v and the link-carrying service matrix B(n)
e . The flowchart of the power communication

network route planning is shown in Figure 3.

Start

Input network topology and link bandwidth capacity

(0) (0)
v eInitialize  and B B

( )Wait for the arrival of the next service ns

Delete links that don't meet link bandwidth constraint

( ) 1?nc =

Delete links that don't meet RPSO constraint

( )Use SARSA algorithm to plan route np

( )Delete the link passed by route np

( )
aUse SARSA algorithm to plan route np

( )

Use SARSA algorithm

   to plan route np

  Is there any remaining 

link bandwidth capacity?

End

Y

N

Y

N

Figure 3. Power communication network route planning flowchart.

5.4. Evaluating Indicator

According to the definitions of network risk and network risk variance in Section 4.1,
in simulation experiments, we mainly use network risk variance to evaluate the degree of
network risk equilibrium.
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Given the network topology of power communication and various parameters of
nodes and links, due to the constraints of link bandwidth capacity and the overload of
the relay protection service, the number of services that the network can carry is limited.
This may lead to some service route planning failures, resulting in service congestion. In
simulation experiments, the performance analysis and research of route planning strategies
are carried out using the service blocking rate. Among Ω services, if the number of services
in the k-th class is Ω1 and the number of blocks is ξk, then the blocking rate of this class of
services is bk = ξk/Ωk, and the total blocking rate is

b =

∑
k∈Π

ξk

Ω
. (23)

Specifically, for non-relay protection services, if the working route planning fails, the
service will be blocked; for relay protection services, if the planning of the working route or
protection route fails, the service will be blocked.

In addition, the optical cable links have overload constraints for relay protection
services. Given that the number of optical cable links is M, the link overload rate o is
defined as the ratio of the number of overloaded links M

′
to the total number of links, i.e.,

o = M
′
/M.

6. Simulation Analysis
6.1. Simulation Settings

We use the power communication network in certain areas of Shandong Province, China,
for experimental simulation to study the route planning scheme. The topology diagram of the
communication network is shown in Figure 4, which includes 30 switching nodes and 45 fiber
optic links. The link length and number of fiber cores are indicated on the link segments.
For example, the optical cable between node v1 and node v2 is 38.2 km, with 36 fiber cores.
In practice, the bandwidth capacity of fiber optic cable links is directly proportional to the
number of fiber cores. For the convenience of the experiment, we will set the bandwidth of
the optical cable link in proportion to the actual number of fiber cores.

1v

2v
3v

4v

5v

6v 7v

8v

9v

10v

11v

12v

13v

14v

15v

16v

17v

18v

19v

20v

21v

22v

24v

23v

25v

26v
27v

28v

29v

30v

iv Switch node iv

Optic cable link

Figure 4. Topology diagram of the power communication network in certain areas of Shandong
Province, China.

According to Section 5.2, the upper limit of the number of actions tm decreases with
the increase in the number of transactions Ω. Therefore, when Ω ≤ 100, we set tm = 1000,
and when Ω > 100, we set tm = 100. Other simulation parameters are shown in Table 1.
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Table 1. Simulation parameters and parameter values.

Parameter Value Parameter Value

uv(vi) 0.9996 α 0.1
ue(eij) 0.9984 γ 0.9
ηm(eij) 1 ε 0.1

λ 8 σm 100

In practice, power services are mainly divided into six categories, and the bandwidth
requirements, importance, and number of each type of service are shown in Table 2. In the
simulation, we randomly generate various types of services based on their proportional
quantities. The source and destination nodes of non-relay protection services are randomly
selected from the node set according to a uniform distribution. The source and destination
nodes of relay protection services are adjacent and directly connected by links.

Table 2. Service types and related indicator data.

Service Type
Bandwidth

Demand
[Mbits/s]

Importance Quantity
Proportion

Relay protection service 2 0.9981 5
Stably control system service 2 0.6069 10
Schedule automation service 2 0.1008 20

Communication monitoring service 2 0.0768 15
Management telephone service 0.5 0.0652 30

Information support system service 10 0.0234 20

Considering the randomness of service generation, sufficient samples are needed for
experimentation. In the simulation, it is assumed that there are multiple services in a
service group. Assuming that the services arrive in chronological order, route planning is
carried out for the services in the service group in sequence until all service route planning
is completed. After completing all service route planning in the service group, we calculate
the relevant simulation results, such as the service blocking rate and network risk variance.
Furthermore, we generate 100 service groups with the same number of services. We average
the results of multiple service groups as the final simulation result.

6.2. Method Comparison

To verify the effectiveness of the proposed scheme, a comparative analysis is conducted
with other existing route planning schemes. For ease of description, the scheme proposed
in this article is referred to as SARSARoute. Reference [13] proposes a route planning
algorithm that considers a joint balance of the link load and service risk. In this study,
the authors assess the risk and load of the link, using their weighted average as the link
weight. They then employ the Dijkstra algorithm to determine the path with the minimum
weight value as the service route. This algorithm is denoted as LRJB, with a balance factor
of 0.45 in the algorithm. Reference [14] proposes a route planning algorithm that constrains
network risk values, denoted as RiskRoute. In this reference, the authors consider both link
risk and node risk. The risk value of the route is defined as the sum of the link and node
risk values. The authors use an improved Dijkstra algorithm to obtain the path with the
lowest risk value as the service route.

In terms of the algorithm’s time complexity, both the LRJB algorithm and RiskRoute
algorithm are based on the Dijkstra algorithm, with a time complexity of O(N2), where N
is the number of nodes. Assuming the number of training rounds for the SARSARoute
algorithm is σm, and the upper limit of action selections during one training round is tm,
the time complexity of the SARSARoute algorithm is O(σmtm). tm is the upper limit of
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action selections. As the number of nodes N increases, tm also increases, allowing for a
more comprehensive exploration of the state space.

We compared and analyzed the above schemes; the results are as follows.

6.2.1. Comparison between the Service Blocking Rate and Link Overload Rate

Figures 5 and 6 show the comparison between the service blocking rate b and the
relay protection service blocking rate b1 for various schemes under different quantities of
services Ω. Figure 7 compares the link overload rate o for various schemes under different
quantities of services Ω. From Figures 5 and 6, it can be seen that both the service blocking
rate b and the relay protection service blocking rate b1 gradually increase with the increase
in the number of services Ω, and the service blocking rate b and relay protection service
blocking rate b1 of the SARSARoute route planning scheme are higher than the other two
schemes. From Figure 7, it can be seen that the link overload rate o of the SARSARoute
route planning scheme has always been 0, meaning no links experience relay protection
service overload, while the link overload rate o of the other two schemes will gradually
increase with the increase in service number Ω. The reasons are as follows.

The SARSARoute route planning scheme accounts for the overload constraint of the
relay protection service. The number of relay protection services carried by an optical cable
link is restricted not only by the bandwidth capacity but also by the overload constraint
of the relay protection service. Therefore, the relay protection service blocking rate of the
SARSARoute route planning scheme is relatively high, which further leads to a higher
service blocking rate. Therefore, using the SARSARoute route planning scheme, all optical
cable links will not experience overload, effectively improving the reliability of relay
protection services.
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Figure 5. Comparison of service blocking rates b for various schemes under different quantities of
services Ω.
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Figure 6. Comparison of relay protection service blocking rates b1 for various schemes under different
quantities of services Ω.
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Figure 7. Comparison of link overload rates o for various schemes under different quantities of
services Ω.

6.2.2. Comparison of Network Risk

Figures 8 and 9 show the comparison of the network risk value R(n)
n and network

risk variance R(n)
nv for various schemes under different quantities of services Ω. From

Figures 8 and 9, it can be seen that the network risk value R(n)
n and network risk variance

R(n)
nv both increase with the increase in the number of services Ω, but the network risk value

R(n)
n and network risk variance R(n)

nv of the SARSARoute route planning scheme are smaller
than the other two route planning schemes. The reasons are as follows.

For the network risk value R(n)
n , we know that the importance of the relay protection

service is the highest, and the corresponding risk value is relatively high. Compared to
the other two schemes, the SARSARoute route planning scheme considers the overload
constraint of relay protection services, and some relay protection services are blocked.
In addition, the LRJB scheme does not consider node risk. Therefore, the network risk
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value R(n)
n of the SARSARoute route planning scheme is minimized. For the network risk

variance R(n)
nv , the SARSARoute route planning scheme obtains the route with the smallest

network risk variance through trial and error. But the LRJB scheme considers the load
balance and risk balance of the link, without considering the risk of nodes. The purpose
of the RiskRoute scheme is to find the route with the lowest risk, rather than the route
that minimizes the network risk variance. Therefore, the network risk variance R(n)

nv of the
SARSARoute route planning scheme is minimized.
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Figure 8. Comparison of network risk values R(n)
n for various schemes under different quantities of

services Ω.

0 500 1000 1500 2000 2500 3000

The quantity of serices 

0

5

10

15

20

25

30

N
et

w
or

k 
ris

k 
va

ria
nc

e 
 R

nv
, 

p
(n

)

 SARSARoute
 LRJB
 RiskRoute

Figure 9. Comparison of network risk variance R(n)
nv for various schemes under different quantities of

services Ω.

6.2.3. Summary of Methods: Comparison

Table 3 shows the performance comparison of different schemes on the power com-
munication network in areas of Shandong Province, China. According to Table 3, the LRJB
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scheme performs the best in terms of the service blocking rate. Based on Figure 5, it can be
seen that the SARSARoute scheme is not significantly different from this scheme. However,
the SARSARoute scheme is superior to the other two schemes in terms of the link overload
rate and network risk. Therefore, the scheme proposed in this paper is capable of avoiding
the overloading of optical cable links, effectively reducing the variance of network risk,
and balancing network risk.

Table 3. Performance comparison of various schemes on the power communication network in
certain areas of Shandong Province, China.

Schemes
Service

Blocking
Rates b

Link Overload
Rates o

Network Risk
Values R(n)

n

Network Risk
Variance R(n)

nv

SARSARoute ✓ ✓ ✓
LRJB ✓

RiskRoute
✓indicates that the performance of this scheme is the best.

6.3. Simulation Results on the Robustness of the Service Route Planning Scheme

To further verify the effectiveness and study the robustness of the proposed scheme
in this paper, the NSFNet network is selected as the power communication network. As
shown in Figure 10, this network consists of 14 nodes and 21 links. The length of each
link is randomly selected in the range of 50–150 km, and the bandwidth capacity is set
to 100 Mbits/s. Other simulation parameters remain unchanged. Similar to Section 6.2,
we study the service blocking rate, link overload rate, network risk value, and network
risk variance of three schemes under different quantities of services. We summarize the
simulation results and place them in Table 4. According to Table 4, the SARSARoute scheme
is superior to the other two schemes in terms of the link overload rate and network risk.
The results are consistent with the comparison results in Table 3. Therefore, the proposed
scheme in this paper is capable of avoiding the overloading of relay protection services and
balance network risks in different network topologies.
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Figure 10. Topology diagram of NSFNet.

Table 4. Performance comparison of various schemes on NSFNet.

Schemes
Service

Blocking
Rates b

Link Overload
Rates o

Network Risk
Values R(n)

n

Network Risk
Variance R(n)

nv

SARSARoute ✓ ✓ ✓
LRJB ✓

RiskRoute
✓indicates that the performance of this scheme is the best.
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7. Conclusions

In order to plan power service routes reasonably and improve the reliability of power
service transmission, we propose a power service route planning scheme based on the
SARSA algorithm. Firstly, we establish a power service route planning architecture based
on SDN and define power service and network status parameters. On this basis, the route
planning problem is characterized by the goal of minimizing network risk variance and
adhering to constraints on the link bandwidth and relay protection service overload. To
tackle this issue, a power service route planning scheme based on the SARSA algorithm
is proposed. In the simulation, we evaluate the performance of the proposed method by
comparing it with existing methods. The simulation results show that the proposed route
planning scheme is superior to other solutions in terms of relay protection service overload
and network risk. The proposed route planning scheme can effectively avoid the overload
of relay protection service, balance network risk, and improve the reliability of power
communication network service transmission.

In the future, we will consider building a more comprehensive service route planning
model. On the one hand, at the end of the power communication network, there is generally
a wireless access network. Combining the communication backbone network with the
wireless access network can create a more extensive model. On the other hand, with the
development of the smart grid, the variety and number of services will continue to increase.
Different types of services have different route planning requirements. To address more
complex system models and route planning issues, we will consider using more advanced
algorithms to complete service route planning, such as deep reinforcement learning.
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