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Abstract: This paper presents a comprehensive guide for the design and development of a power
electronic converter, specifically focusing on the Buck converter. The guide aims to bridge the gap
between theoretical knowledge and practical application, providing engineering students with a
hands-on experience in digital control using the STM32 microcontroller. The workshop experience
described covers all necessary steps, from the initial design and simulation using tools like MATLAB-
Simulink and Plecs to the final implementation and testing of the converter. The educational value of
this approach is highlighted, emphasizing the importance of practical engagement in understanding
complex concepts related to power electronics.
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1. Introduction

In the dynamic field of power electronics, the gap between theoretical understanding
and practical application is often considered an obstacle to overcome, especially for stu-
dents entering the realm of engineering. The significance of hands-on experience cannot
be overstated, as learning becomes more profound when immersed in the intricacies of
real-world applications. This paper tries to bridge the gap between theory and practice, pro-
viding a comprehensive guide for engineering students to understand a power converter’s
design, implementation, and control.

The importance of this topic is confirmed by the numerous works currently available
in the literature, as shown in Table 1. In [1], a photovoltaic power systems laboratory mod-
ule integrating MATLAB real-time software and DSP hardware is presented. It focuses on
project-based learning to teach design, control algorithms, and hardware fabrication. In [2],
the implementation of project-based learning in a power electronics course at the University
of Oviedo is proposed. Students engage in designing and constructing a switching-mode
power supply and a DC–DC converter topology, applying theoretical knowledge practically.
In [3], a MATLAB-based graphic tool for designing AC/DC and DC/DC switching-mode
power supplies is proposed. It enhances the learning experience by allowing students to
apply theoretical knowledge in practical sessions. In [4], a laboratory course focused on
teaching power electronics and renewable energy using industry-standard tools like MAT-
LAB/Simulink and dSPACE is described. It includes ten unique experiments and design
projects for practical learning. In [5], the development of a reconfigurable experimental
bench for power electronics and drives is detailed. It supports various circuit topologies
and is used for postgraduate laboratory courses to enhance learning through hands-on
experiments. In [6], an introductory course on the FPGA-based digital control of DC/DC
converters is presented. It combines theoretical justifications, CAD tools, and lab experience
to teach the design and implementation of a linear compensator based on an FPGA. In [7],
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the use of design-oriented, project-based learning in a power electronics course at the
Technical University of Denmark is explored. Students design power converter applica-
tions, including fuel cell converters and LED drivers, to apply their theoretical knowledge.
In [8], a method to teach the analysis and simulation of power electronic converters using
MATLAB/SIMULINK is described. It focuses on system-level nonlinear state-space models
to simulate and design controllers for power converters. In [9], tutorial activities focused
on real-world limitations and non-technical aspects of power electronics projects are intro-
duced. It contrasts traditional teaching methods with interactive, self-learning tutorials
designed to improve students’ abilities to design and troubleshoot power electronic circuits
considering real-world constraints. The effectiveness of these new tutorials was validated
through their application at two Australian universities, showing significant improvements
in students’ scores and engagement. Finally, in [10], a comprehensive graduate-level course
on magnetic design, addressing gaps in current power electronics education is proposed.
The course includes theoretical foundations and hands-on skills, focusing on the design of
magnetic components such as inductors, transformers, and wireless inductive power trans-
fer systems. The course content aligns with the needs of the power electronics industry and
academia, aiming to enhance students’ skills in magnetic design beyond what is typically
covered in general power electronics courses.

Table 1. Literature overview.

Reference Simulation Coding Experimental Supplementary
Materials

[1] Yes Yes Yes No
[2] No Yes Yes No
[3] Yes Yes No No
[4] No Yes Yes No
[5] No Yes Yes No
[6] No Yes Yes No
[7] No Yes Yes No
[8] Yes Yes No No
[9] No No No No
[10] No Yes Yes No

Proposed Yes Yes Yes Yes

The focal point of this guide is the Buck converter, chosen for its relevance and
educational value, as it represents a fundamental building block in power electronics.
The approach is to simplify the learning process by breaking down complex concepts
into manageable steps, facilitating a more intuitive understanding. Recognizing that
practical engagement enhances comprehension, the guide employs practical analyses and
demonstrations, steering away from an exclusively theoretical treatment.

The following guide enables students to learn the use of multiple tools relevant to the
Power Electronics field, such as MATLAB-Simulink, Plecs, and the STM32 development
environment. The guide is divided into the six main steps required for the first design of a
power converter:

1. Converter design: The operational principles of the converter and key sizing equations
are presented.

2. Small-signal model: The derivation of a small-signal model containing information
about the converter’s frequency response is demonstrated. The main characteris-
tics of the converter’s transfer function, which are essential for controller design,
are analyzed.

3. Continuous-time controller design: The process of designing a continuous-time con-
troller to achieve specific speed and closed-loop stability performance is explained.

4. Controller discretization: As the article focuses on digital control design, the principal
techniques for discretizing the controller are showcased and compared.
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5. Implementation of the controller in the STM32 environment: The guide illustrates
how to develop the necessary code for the practical implementation of the controller
in the STM32 environment.

6. Experimental setup of the converter: All practical aspects necessary for converter
realization, such as component fabrication, and the characteristics of the sensors
required for voltage/current measurements, are analyzed.

To facilitate learning, six lessons containing slides and codes are made available. In
the following sections, all the points are analyzed in detail.

2. Steady-State Buck Converter Design
2.1. Circuit Topology

The Buck converter circuit is shown in Figure 1.

Figure 1. Buck converter general schematic.

The switch S is controlled by a pulse-width modulator and is turned ON and OFF
at the switching frequency fs = 1/T with a duty cycle D. In this paper, the Continuous
Conduction Mode (CCM) of the converter is assumed; therefore, the current through
the inductor L is always positive. Under this assumption, the main currents/voltages
waveforms are shown in Figure 2.

Figure 2. Current and voltage waveforms of the Buck converter.

The design procedure shown in [11] is used as a guide in this paper. First, the con-
straints are defined in Table 2.

According to [11], the minimum value of inductance that allows operation in CCM is

Lmin =
RL max(1 − Dmin)

2 fs
=

50(1 − 0.1)
2 · 100 · 103 ≈ 225 µH. (1)

To ensure a higher margin, an inductance L = 650 µH has been chosen.
The voltage transfer function, taking into account the parasitics of the components, is

MVDC =
D

1 + DrDS+(1−D)RF+rL
RL

+ (1−D)VF
VO

+ rC RL(1−D)2

12 f 2
s L2

≈ 0.21 (2)
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where rDS, RF, rL, and rC are the parasitic resistances of the power MOSFET, the diode,
the inductance, and the capacitance, respectively.

Table 2. System constraints.

Parameter Value

Nominal Input Voltage Vi 5 V
Nominal Output Voltage Vo 1.1 V

Minimum Output Current Io,min 0.1 A
Switching Frequency fs 100 kHz

Maximum Output Voltage Ripple ∆Vor% 5%

2.2. Simulink Validation

In order to check the validity of the design procedure presented in [11], the circuit
shown in Figure 1 has been simulated in Matlab-Simulink, as represented in Figure 3.

The main current and voltage waveforms for the idea case and with parasitics are
shown in Figure 4.

Through the Matlab-Simulink environment, the theoretical expected value of the main
parameters calculated using [11] can be easily verified through simulations, as shown in
Table 3. The effects of the parasitic components can be also studied.

Table 3. Comparison between theoretical and simulated parameters.

Parameter Theoretical
(Ideal)

Simulation
(Ideal)

Percentage
Difference

Theoretical
(Parasitics)

Simulation
(Parasitics)

Percentage
Difference

Mv 0.220 0.225 2.2% 0.18 0.17 5.5%
∆iL 23 mA 22 mA 4.3% 20 mA 19 mA 5%
∆vo 4.1 mV 4.2 mV 2.4% 4.8 mv 4.9 mv 2%

As seen in Table 3, there is a perfect match between theoretical and simulation results.
This matching can be easily verified by running the Simulink simulation available as
Supplementary Materials.
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Figure 3. Schematic of Matlab-Simulink simulation.
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vo (Parasitics)
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t (s)

Δvo

Δvo

ΔiL
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Figure 4. Simulink simulated output voltage vo and inductor current iL with and without parasitics.

3. Open Loop Small-Signal Buck Converter Transfer Function

Power converters exhibit highly nonlinear characteristics due to the incorporation of
switches. These converters need control circuits to regulate the DC output voltage against
fluctuations in operating conditions. Key control aspects, such as frequency response,
transient response, and stability, are of significant interest. Although linear control theory
offers well-established tools for investigating the dynamic performance of PWM converters,
its application requires the averaging and linearization of the nonlinear power stages.

Two distinct methods for averaging PWM converters can be distinguished:

• The state-space averaging method. Power converters typically have different operating
modes within a switching cycle (e.g., on and off states of switches). For each mode,
a set of linear differential equations describes the system’s behavior. This approach
involves averaging these piecewise linear state equations over one switching period.
This results in a single set of averaged state-space equations that approximate the
converter’s behavior over the entire period.

• The circuit-averaging method. By averaging the currents/voltages of the circuit el-
ements and their interactions, you create an equivalent circuit that represents the
average behavior of the power converter over a switching period. This equiva-
lent circuit can be analyzed using standard circuit analysis techniques, providing
insights into the converter’s average behavior without needing to consider the de-
tailed switching events.

In this paper, the state space modeling is chosen. This method works well for man-
aging the intrinsic nonlinearities in power converters since it can accurately simulate the
nonlinear switching behavior and then linearize around certain operating points for the
examination of small signals. Through the state space matrices, this method systematically
analyzes stability, transient reactions, and control designs, providing deeper insights into
the system dynamics. Furthermore, state-space modeling is based on a strict mathematical
framework that makes use of contemporary control theory instruments to improve the
variety of analysis and design possibilities, including eigenvalue analysis, state feedback,
and observer design.
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3.1. Small Signal Modeling with the State Space Averaging Method

A state-space representation is a mathematical model of a physical system, capturing
its internal state dynamics and outputs. The given system is described by two main
equations: the state equation and the output equation. The state equation is

ẋ = Ax + bu (3)

where ẋ represents the time derivative of the state variables, indicating how the state
changes over time. The vector x = [x1, x2, ....xn] represents the state variables of the system;
A is the state matrix, which defines the linear relationships between the state variables;
u = [u1, u2, ....um] represents the input to the system, which can be an external control
or disturbance affecting the system; and b defines how the input u influences the state
variables.In this case, the system has two inputs: the duty cycle d and the voltage generator
vi; consequently, u = [vi, d].

The output equation is
y = Cx (4)

where y = [y1, y2, ....yh] represents the outputs of the system, which are the quantities of
interest that we can measure and C maps the state variables to the outputs, defining which
states contribute to the output and how they are combined. In this case, since the aim is to
regulate the output voltage, the output of the system is y = vo.

Power converters are time-varying systems. In particular, the switching devices
change state periodically between two configurations (e.g., ON and OFF). Therefore, two
topologies can be identified depending on the switching status, leading to a change in the
matrices A and C, and the vector b. Therefore, the average state space representation can
be defined as

A = DAON + (1 − D)AOFF (5)

b = DbON + (1 − D)bOFF (6)

c = DCON + (1 − D)COFF (7)

where D is the duty cycle, AON , bON and CON are the matrices during the ON state, while
AOFF, bOFF, and COFF are the matrices that represent the topology during the OFF state.
Once the averaging model has been identified, the small signal model can be obtained by
injecting a small perturbation at the input û and analyzing the effect on the state x̂ and to
the output ŷ. Each variable can be seen as a sum of an average value and a perturbation
term, where the caret denotes a slight perturbation and the capitalized quantities are the
steady state values as mentioned below [12]:

x = X + x̂ (8)

y = Y + ŷ (9)

u = U + û (10)

It must be noted that the input is a vector u = [vi, d]. Therefore vi = Vi + v̂i and
d = D + d̂.

Using (8) in (3)–(4), the final state-space averaged equations are produced by expand-
ing the result and eliminating the non-linear (second-order) terms. The average model and
the small signal model can be divided. The average model can be obtained, assuming it
operates in steady-state conditions, e.g., ẋ = 0:

0 = AX + bU (11)

Y = CX (12)

On the other hand, the small signal model that relates the variation of the output
voltage with respect to the duty cycle can be calculated by setting the input voltage variation
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to zero, v̂i = 0, and assuming it operates at vi = Vi and d = D + d̂. Under this condition,
the small signal model can be calculated as

x̂ = Ax̂ + bû + [(AON − AOFF)X + (bON − bOFF)Vi]d̂ (13)

ŷ = cx̂ + [(cON − cOFF)Xd̂ (14)

where d̂ is the input of the system that in this case is the perturbation of the duty cycle.
By setting û = 0 in (13) gives the response of the duty cycle variation. Transforming the
equation in the Laplace domain, the state-to-transfer function can be calculated as

sx(s) = Ax(s) + [(AON − (AOFF)X + (bON − bOFF)Vi]d(s) (15)

x(s)
d(s)

= (sI − A)−1[(AON − AOFF)X + (bON − bOFF)Vi] (16)

The output function can always be used to find the transfer function that is being
sought if it is not one of the state variables:

ŷ = cx̂ + [(cON − cOFF)Xd̂ (17)

y(s) = cx(s) + [(cON − cOFF)Xd(s) (18)

y(s)
d(s)

= c
x(s)
d(s)

+ [(cON − cOFF)X (19)

3.2. Small Signal Modeling of the Buck Converter with the State Space Averaging Method

The Buck converter topology is shown in Figure 5.
When the power MOSFET S is ON and the diode D is OFF, the equations are

diL
dt

=
Vi − rLiL − Vo

L
(20)

dVco

dt
=

Vo − VCo

Corco

(21)

VD = Vdc − iLrs (22)

Vb =
RL(VCo + iLrCo )

RL + rCo

(23)

when the power MOSFET S is OFF and the diode D is ON, the equations are

diL
dt

=
Vi − rLiL − Vo

L
(24)

dVco

dt
=

Vo − VCo

Corco

(25)

Vi = −iLrD (26)

Vo =
RL(VCo + iLrCo )

RL + rCo

(27)

AON =


−rD+rL+

RLrCo
RLrCo

L
−RL

L(RLrCo )

RL
Co(RLrCo )

RL
RLrCo

−1

CorCo

 bON =

 1
L

−rD+rL+
RLrCo
RLrCo

L
0 RL

Co(RLrCo )


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AOFF =


−rD+rL+

RLrCo
RLrCo

L
−RL

L(RLrCo )

RL
Co(RLrCo )

RL
RLrCo

−1

CorCo

 bOFF =

0
−rD+rL+

RLrCo
RLrCo

L
0 RL

Co(RLrCo )



(a)

(b)

(c)

Figure 5. Buck converter with all parasitic resistances: (a) circuit schematic; (b) when the MOSFET is
ON and the diode is OFF; (c) when the MOSFET is OFF and the diode is ON.

3.3. Simulation Validation through PLECS

To validate the analytical transfer function obtained by the small-signal model, a PLECS
simulation has been realized, as shown in Figure 6. The variables involved in the calculation
of this transfer function are shown in Table 4.

Table 4. Transfer function parameters considered.

Parameter Value

Vi 5 V
Vo 1.1 V
L 650 µH
C 20 µF
rC 5 mΩ
rL 50 mΩ
RL 1 Ω
rDS 0.1 Ω
rF 0.1 Ω
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Figure 6. PLECS model of the Buck converter.

As can be seen, a disturbance was introduced on the duty cycle D, and the response on
the output voltage vo was measured. In Figure 7, the comparison of the frequency response
between the analytical transfer function is shown. The two models are in good agreement,
confirming the validity of the derived transfer function.

Figure 7. Comparative frequency response performance through a Bode plot representation.

The Bode and the Nyquist diagrams of the control transfer function Tp using the
components listed in Table 4 are shown in Figures 8 and 9.
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Figure 8. Bode plot representation of the transfer function Tp.

Figure 9. Nyquist diagram representation of the transfer function Tp.

4. Closed-Loop Control Design

The duty cycle of the converter can be manually adjusted to achieve the desired battery
current. However, any difference between the mathematical model and the Buck converter
will cause this manual tuning of D to introduce a deviation between the obtained and the
target iL. Moreover, any disturbance acting on the system cannot be compensated. To solve
this problem, the load current can be fed back into the controller, and a proportional-
integral regulator (PI) can be implemented in what is known as closed-loop operation.
The implementation of a control loop allows this tracking error to be reduced to zero and
gives the system the ability to compensate for disturbances that may affect it.

It should be mentioned that in this specific application, different input and output
variables will be considered to perform the control tasks. As inputs, the measured output
current and the duty cycle (D) will be used. Then, the system output will be the output
voltage found in RL.
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4.1. Continuous Time Controller Design

The design of the controller in the continuous time domain is performed following the
recommendations made in [13].

The first step is to obtain the transfer function of the Buck converter, which has been
computed in Section III as Equation (16), obtaining

P(s) =
IL(s)
D(s)

=
(sCrC + 1)V0

i
s2CL(rC + RL) + s[C(rLrC + rLRL + rCRL) + L] + (RL + rL)

=
b1s + b0

a2s2 + a1s + a0
(28)

Furthermore, in order to calculate the phase margin and the correct performance of
the PI controller, the following transfer function should be considered:

GPI(s) = Kp +
Ki
s

(29)

Then, it is necessary to set the desired value of the phase margin. For our system,
the phase margin is required to be at least 75◦. Once the phase margin value is established,
it is necessary to calculate the region where every possible combination between Kp and Ki
gives the desired value of phase margin. To calculate the region, two equations related to
Kp and Ki are considered:

Kp =
−a2b1sin(ϕω3) + (−a2b0 + a1b1)cos(ϕω2) + (−a1b0 + a0b1)sin(ϕω) + a0b0cos(ϕ)

−(b2
1ω2 + b2

0)
(30)

Ki =
ω(−a2b1cos(ϕω3) + (a2b0 − a1b1)sin(ϕω2) + (a0b1 − a1b0)cos(ϕω)− a0b0sin(ϕ))

−(b2
1ω2 + b2

0)
(31)

From Equations (30) and (31), a relation between both variables can be obtained. This
relation is represented in Figure 10 to visually understand the correlation between both
variables. In this figure, it can be observed that the drawn curve represents all the points
that result in a 75◦ phase margin. All the values under this curve have a phase margin
higher than 75◦.

0 0.5 1 1.5 2 2.5 3 3.5 4

K
p

-14000

-12000

-10000

-8000

-6000

-4000

-2000

0

2000

4000

K
i

K
p
-K

i

Selected point

Figure 10. Kp vs. Ki representation.

Considering this restriction, the next step is to choose the optimal values of Kp and Ki,
the application of the toolbox "Control System Designer" in Matlab. Equations (30) and (31)
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provide the sets of proportional and integral gains that satisfy the phase margin require-
ment, giving a very large number of combinations. By using the Control System Designer
tool, the transient response of the equivalent closed-loop system can be evaluated, and,
therefore, the integral and proportional gains can be tuned to meet transient specifications.
In the case of this work, the specifications applied during the design process are rise time
(0–80%) = 50 ms and settling time (3%) = 100 ms, without overshoot.

The selected values for Kp and Ki are 0.008 and 12.24, respectively. The result of the
application of these controller parameters can be observed in Figure 11.

Figure 11. Continuous transfer function of the Buck converter controller.

4.2. Control Discretization and Closed-Loop Performance Evaluation

The discretization of a PI controller is the process of converting a continuous control
system into a discrete control system, i.e., a system that operates at discrete time intervals
rather than in continuous time. This process is necessary when the physical implementation
of the controller is required, as digital processors work with information in discrete form,
processing data in finite time intervals.

The Tustin transformation, also known as the bilinear transformation, is a widely used
method for discretizing continuous-time transfer functions in the field of control systems.
This method is based on the bilinear mapping of the Laplace domain to the Z-domain,
where the s-plane is mapped onto the unit circle in the Z-plane. This method preserves
the stability of the system and provides a linear mapping between the continuous and
discrete domains.

This method has been chosen to perform the discretization of the proposed Buck con-
verter controller. The requirements to apply the Tustin transformation are the continuous-
time transfer function, obtained in Section 4.1; the sampling period, set at 10 kHz; and the
bilinear transformation formula, which can be seen in (32).

z = esTs ≈
1 + sTs

2

1 − sTs
2

(32)

The application of this method results in the Bode representation shown in Figure 12.
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Figure 12. Discrete transfer function of Buck converter controller.

As can be deduced from Figure 13, the differences between the continuous time
domain controller and Tustin discrete approximation are not significative.
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Figure 13. Comparison between continuous and discrete time domain controllers.

5. Step-by-Step Implementation of the Control System in the STM32 Environment

The control loop is implemented on a NUCLEO H7A3ZI-Q STM32 board. This
NUCLEO board is based on an STM32H7A3ZI microcontroller, which operates at a clock
frequency of 280 MHz. It features 2 MB of flash memory, 1.4 MB of RAM, two 16-bit
digital-to-analog converters (ADCs), direct memory access (DMA), and two advanced
control timers (ACT). This section aims to summarize the main steps required for the
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successful implementation of the designed regulator in STM32CubeIDE using the Hardware
Abstraction Layer (HAL).

5.1. PWM Generation

The generation of the gate signals to drive the synchronous Buck converter is accom-
plished using one of the two ACTs. On NUCLEO H7A3ZI-Q STM32 board, the ACTs are
Timer 1 (TIM1) and Timer 8 (TIM8). Since both timers operate at the same clock frequency
( fTIM = 280 MHz) and the PWM signal generation and interaction with the ADC are anal-
ogous, its selection does not significantly impact the implementation. In this work, channel
1 of TIM1 has been chosen, but another channel or TIM8 could also be used if desired.

The initial step involves configuring the ACT’s behavior. To achieve this, it is necessary
to define the Counter Mode as Center Align Mode 1 and specify the Counter Period parameter
in terms of clock cycles. The value of the counter period is stored in the TIMX_ARR register
(TIM1_ARR for timer 1). In this mode, the counter starts from zero in the upward direction
until it reaches TIM1_ARR. Subsequently, the counter value decreases until it reaches
one, resets, starts counting from zero again, having as a result the behavior illustrated in
Figure 14. To determine the appropriate value for TIM1_ARR, the following calculation
is necessary.

TIM1_ARR =
fTIM
2 fsw

(33)

To generate the PWM signal, TIM1 will compare the state of the counter with the
number of clock ticks stored on the TIMx_CRRx register. When using channel 1 of TIM1,
this register is referred to as TIM1_CRR1. Its initial value can be configured through the
Pulse option in the STM32CubeIDE timer configuration and can be modified during the
execution of the code by calling the __HAL_TIM_SET_COMPARE function. The value of
the TIM1_CRR1 register depends on the duty cycle as follows:

TIM1_CRR1 = D · TIM1_ARR (34)

and, by comparing the counter output with this value, the PWM signals for both transistors
are generated as shown in Figure 14.

Figure 14. PWM signal generation for TIM1_ARR = 10, NUE = 4 and a dead-time of 1 clock tick.
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Finally, since two transistors are employed in the Buck converter, it is essential to
implement dead time in the PWM signal generation. The switching of a real transistor does
not occur immediately. It needs a certain amount of time to transition between ON and
OFF states. In a Buck converter, the PWM signal of transistor S2 is the complementary
signal of S1. When applied to real transistors, there is a moment during transitions when
both transistors are in their ON state, potentially short-circuiting the converter. To prevent
this, TIM1 and TIM8 can be programmed to introduce a dead time in the PWM signal
generation. This delay ensures that the currently active transistor reaches the OFF state
before the other starts its transition. As a result, the PWM signals depicted in Figure 14 are
obtained. To generate the two complementary PWM signals, Channel 1 must be configured
by selecting the PWM Generation CH1 CH1N option in the configuration. Subsequently,
the desired deadtime can be configured using the Dead Time option.

The Dead Time option stores a value between 0 and 255 in the eight least significant bits
of the TIMx break and dead-time register TIMx_BDTR register (TIM1_BDTR for TIM1). This
eight-bit section is referred to as DGT, and its configuration allows programming deadtime
in four different ranges. The configuration of the DGT bits for fTIM = 280 MHz is illustrated
in Figure 15. In this context, DGT[X : Y]10 indicates the decimal representation of the bits X
to Y within the DGT. If a dead-time of 500 ns is desired, the two most significant bits of
DGT must be set to 10, while the six least significant bits must fulfill dts = (64 + DGT[5 :
0]10) · 2/ fTIM = 500 ns. This condition is met for DGT[5 : 0]10 = 6. Consequently,
the complete bitstream for DGT is 10000110 in binary form or 134 in decimal form.

Figure 15. Configuration of the DGT bits in the TIMx_BDTR register for fTIM = 280 MHz.

5.2. ADC Synchronization

For effective implementation of the digital controller, maintaining a stable sample
rate is crucial. The simplest method to trigger ADC conversions is through the use of
polling techniques, where the microprocessor manages the process. However, due to
variations in code execution from one iteration to another, the execution time can differ.
Consequently, the timing of the ADC conversion triggering becomes imprecise. Moreover,
when transistors switch between ON and OFF states, an overshoot occurs. If the ADC
conversion coincides with transistor switching, this undesired overshoot may affect the
measurement. To mitigate this issue, the ADC conversion should be triggered as far as
possible from these transitions.

To achieve this, TIM1 uses a trigger line (TGL) to drive the ADC conversions. The ADC
monitors changes in this TGL, and when a falling or rising edge is detected, it triggers
the ADC conversion. The transitions of the trigger line are controlled by an Update Event
(UE) that occurs each time the counter state reaches zero or TIM_ARR-1. If this event
directly drives the ADC through the TGL, fsw will always be equal to fs. To allow fsw ̸= fs,
a Repetition Counter can be used to drive the TGL. The Repetition Counter counts the number
of times that the Update Event occurs and, when it reaches the desired number of repetitions,
NUE, the state of the TGL changes. This option is managed by the TIMx_RCR register
(TIM1_RCR for TIM1), whose value is calculated as

TIM1_RCR = ·NUE − 1 (35)
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Since an Update Event occurs every half period, the sampling frequencies that can be
selected fulfill

fs = NUE · fsw (36)

5.3. Direct Memory Access

After completing the ADC conversion, the measured value is stored in the ADC
registers. Then, the microprocessor can be directly used for copying the value of this register
to memory until it is needed. For this purpose, the ADC can generate an interruption that
will indicate to the microprocessor when the measurement is ready. Then, the execution of
the current subroutine in the microprocessor halts in order to handle the interruption, and,
after managing this operation, the execution of the code resumes (see Figure 16a). As will
be shown later, this strategy would be appropriate for the scope of the work proposed in
this paper. However, the implementation of the DMA is proposed to fully understand its
potential for reducing computational load.

(a) (b)

Figure 16. Storage of the measured ADC value in the memory: (a) by using ADC interrupt, (b) by
using the DMA.

The DMA can prevent interruptions in the the subroutine execution when handling
such a basic operation (see Figure 16b). It directly copies the values from the ADC registers
into memory, bypassing the microprocessor and, thus, reducing its computational load.
Once this task is completed, the DMA generates an interruption that can be used to trigger
specific subroutines in the microprocessor.

To enable DMA in STM32CubeIDE, we configure Conversion Data Management Mode
option in the ADC settings to DMA Circular Mode. It will make the DMA wait until
the measured value is stored on the ADC register. Subsequently, it copies the register
values to the specified memory locations and generates an interruption after completing
this operation. If the sample rate is very high, the DMA may not have sufficient time
to copy all the values before another ADC conversion is triggered. In such cases, new
values will overwrite the existing ones in the ADC registers, resulting in the loss of the
unsaved measurements.

5.4. Code Description

After configuring the different features of the NUCLEO STM32 board to be used in
this development, the description of the code is addressed. A summary of its functionality
is depicted in Figure 17. The initial step involves initializing the timer, which serves both
for PWM generation and ADC synchronization. Following this initialization, the code
enters an infinite “while” loop, as its exit condition will never be met.
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Timer, ADC I/O Ports,
and DMA Initialization

While == 1

ADC_Conv = 0
Start DMA

adc_conv == 0?

Read ADC values

LED_RED_Pin = 1
cnt = cnt + 1

cnt > 4?

cnt == 0?

cnt = 0

cnt == 1?

LED_RED_Pin = 0

Set D to
Equilibrium Point Control Enabled

No

Yes

Yes

Yes

No

Yes

No

Control Disabled
D = 0

No No
cnt > 2

Yes Yes

Generate PWM

USER_BTN == 1?

Figure 17. Simplified flowchart of the programmed code.
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Inside the while loop, the first action consists of starting the DMA and waiting until the
transfer of the measurement from the ADC to the memory is completed. For this purpose,
the ADC_Conv variable is employed. At the beginning of the while loop, its value is set to
zero and, while handling the DMA-triggered interrupt, is changed to one. Its value is set
to zero at the start of the “while” loop and changes to 1 while handling the interruption
triggered by the DMA. The main routine waits until this variable is set to 1 by using a
“while” loop where additional code can be executed if desired. Once the ADC measurement
is ready, its value is read, and then the state of a digital pin attached to the blue user button
included in the NUCLEO board is checked.

When the pulsation of this button is detected, the red LED included in the board is
switched on and the variable cnt, used as a counter, increases its value to 1. Otherwise,
the LED will be set to its OFF state. If the value of this variable is higher than 4, its value
resets to 0. After this, depending on the state of the variable cnt, three different operating
modes are programmed.

When cnt = 0, the discrete-time controller is disabled, and the duty cycle is set to 0.
This puts the transistor S2 in the ON state during all the switching periods, resulting in a
0 A current applied to the load. The system enters the second operating mode when cnt = 1.
In this mode, the duty cycle is set to its equilibrium point value, D0. This configuration
achieves open-loop operation with a constant D and a load current applied I0.

The current controller will be enabled when the value of the variable cnt is between
2 and 4. The implementation of the digital controller begins with the calculation of the
tracking error e(z) of the reference signal, Ire f (z). For a given time instant k, this calculation
can be implemented as the following subtraction:

e(k) = Ire f (k)− I(k) (37)

After this, the digital regulator is implemented by employing the definition of its
transfer function:

R(z) =
∆D(z)

e(z)
Kp + KI

1
z − 1

=
Kpz + (KP − KI)

z − 1
(38)

which, by implementing the following expression, gives the ∆D(z) that must be applied in
the time instant k:

∆D(k) = e(k)KP + e(k − 1)(KI − KP) + ∆D(k − 1) (39)

and, finally, the duty cycle that must be applied to the Buck converter is

D(k) = D0 + ∆D(k) (40)

Once the duty cycle is calculated, its value is updated in the PWM generation, and an-
other iteration of the code is programmed inside the infinite while the loop starts.

6. Experimental Setup

The experimental setup is composed of the KIT-CRD-3DD12P Buck-Boost Evaluation
Kit from CREE, the oscilloscope RTM3004, and the current probe RT-ZC15B by Rohde and
Schwarz, the NUCLEO H7A3ZI-Q STM32 board, and the demo board EVCS1803-S-05-00A
from Monolithic Power Systems. Figure 18 illustrates the schematic of the experimental
setup, which includes a trigger signal (TRG) attached to the red LED that is activated when
the USER BTN button is pressed.

The EVCS1803-S-05-00A board integrates an MCS1803GS-05 Hall-effect current sensor
and provides a voltage proportional to the sensed current that follows the expression:

Vsen =
Vdd
2

+ ksen Isen (41)
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where Vdd is the supply voltage applied to the sensor, Isen is the current flowing to the
primary side of the current sensor, and kp is its gain in V/A units.

Figure 18. Connection schematic of the proposed setup.

The nominal supply voltage of the EVCS1803-S-05-00A board is 5 V, but a 3.3 V supply
is used with the STM32 board so that the voltage Vsen is within the 0–3.3 V input range of
the STM32 ADC. Therefore, a calibration of the sensor has been made by applying different
known currents measured with the Rohde & Schwarz oscilloscope and measuring Vsen.
As a result, a ksen = 0.25285249 V/A has been measured.

The KIT-CRD-3DD12P Buck-Boost Evaluation Kit has been set up in the Buck configu-
ration, with a DC input voltage of 5 V, and the nominal values of the different components
of the Buck converter are summarized in Table 5. The switching and sampling frequencies
are set to fsw = 50 kHz and fs = 10 kHz, respectively. With these parameters, the selected
values for KP and KI in the continuous- and discrete-time domains are those of Table 6.

Table 5. Nominal values of the Buck converter components.

Parameter Value

L (µH) 650
C (µF) 20
RL (Ω) 1
r (mΩ) 50

rC (mΩ) 5

Table 6. Proportional and integral gains of the controller in the continuous and discrete-time domains.

Gain Continuous-Time Discrete-Time

KP 0.0080 0.0086
KI 12.2400 0.0012

By using the blue user button integrated into the NUCLEO board, the reference
current is changed from 1 (cnt = 2) to 3 A (cnt = 3) and then set back to 1 A (cnt = 4).
Figures 19 and 20 show the control response during these changes in the reference current.
In both cases, the experimental waveforms demonstrate that the transition met the control
requirements, with low current ripple due to the high fsw.
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Figure 19. Obtained experimental results when the reference current changes from 1 to 3 A.

Figure 20. Obtained experimental results when the reference current changes from 3 to 1 A.

The experimental results are compared to those obtained with the block diagram
representation of the system in MATLAB Simulink. The comparison is shown in Figure 21,
where it is obtained that both transitions are very similar. There is only a small difference in
the dynamic response, which can be explained by the fact that for every component of the
Buck converter, its nominal value is used. Therefore, if the actual values had been measured,
more accurate simulations would have been performed. Nevertheless, it will increase the
complexity of the implementation and, since the controller response is satisfactory, it has
been decided not to address the components’ characterization in this work.
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(a) (b)

Figure 21. Comparison between simulated and experimental results when the reference current
changes from (a) 1 to 3 A, and (b) 3 to 1 A.

These results highlight that the controller has been correctly designed, since it fulfills
the requirements established in the previous sections. In addition, it can be deduced that
this guide can be used as an educational material to achieve positive results in a simplified
and orderly manner, providing students with a theoretical, simulated, and experimental
point of view.

7. Conclusions

The workshop experience detailed in this study has demonstrated the effectiveness
of a hands-on approach to learning in the field of power electronics. By guiding students
through the complete process of designing, developing, and testing a Buck converter
using STM32-based digital control, we have provided a valuable educational tool that
enhances theoretical understanding with practical skills. The successful implementation
and testing of the converter validate the methodology and highlight the importance of
integrating practical exercises in engineering education. All materials, including Simulink
and Plecs models, are available online as Supplementary Materials, ensuring that students
and educators can easily access and utilize these resources. Future work will focus on
expanding the scope of the workshop to include more advanced converter topologies and
control techniques, further bridging the gap between classroom learning and real-world
applications. In addition, the development of a workshop for using the Buck converter in
practical applications such as adjusting the charging process of a battery will be proposed.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/electronics13163207/s1.
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