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Abstract: Currently, most recommendation algorithms only use a single type of user behavior infor-
mation to predict the target behavior. However, when browsing and selecting items, users generate
other types of behavior information, which is important, but often not analyzed or modeled by
traditional recommendation algorithms. This study aims to design a multi-behavior recommendation
algorithm based on graph neural networks by analyzing multiple types of behavior information in
users’ product purchasing process, to fully utilize multiple types of user behavior information. The
algorithm models users, items, and user behavior in multiple dimensions by incorporating attention
mechanisms and multi-behavior learning into graph neural networks, and solves the problem of
imbalanced user behavior weights from the perspective of multi-task loss optimization. After experi-
mental verification, we proposed that the multi-behavior graph attention network (MGAT) algorithm
has better performance compared to four other classical recommendation algorithms on the Beibei
and Taobao datasets. The results demonstrate that the multi-behavior recommendation algorithm
based on graph neural networks has practicality in fully utilizing multiple types of user information,
and can solve the problem of imbalanced user behavior weights to some extent.

Keywords: graph neural network; recommended system; multitasking learning; data mining

1. Introduction

With the rapid development of deep learning, excellent network models, such as
convolutional neural network (CNN) [1] and recurrent neural network (RNN) [2], have
been produced for Euclidean data, but there is no such model for non-Euclidean data.
In recent years, the emergence of graph neural networks has given an excellent solution
for non-Euclidean graph structure data. Graph neural networks have been widely used
in recommendation systems [3–13], social networks [14], drug discovery [15,16], fraud
detection [17,18], and other fields, because they can aggregate high-order neighbor features
on graph structure data, enhance node representation, and enable it to better express
node information.

Due to the powerful information aggregation ability of graph neural networks in graph
structured data, and the relationship between users and products in the recommendation
system being regarded as a standard user–product bipartite graph, multiple behavior types
between users and products can be modeled as different types of edges between nodes, so
graph neural networks are widely used in the field of recommendation systems [18].

With the development of the Internet and the increasing level of informatization, peo-
ple have access to more and more information. Therefore, recommendation systems have
transitioned from traditional matrix factorization [19] and context-based filtering [20,21],
to deep-learning-based recommendation [22–24]. Due to the exceptional performance
of graph neural networks on graph structure data, they have also flourished in the
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field of recommendation systems. In the context of graph neural networks, recommen-
dation systems are roughly divided into social recommendation, sequence recommen-
dation, session-based recommendation, bundle recommendation, cross-domain recom-
mendation, and multi-behavior recommendation [25]. This study mainly focuses on
multi-behavior recommendation.

Multi-behavior recommendation is an emerging branch in the field of recommender
system research, which aims to utilize multiple user behavior data to improve the recom-
mendation performance for target actions [7]. In the traditional recommendation model,
only one kind of user-item interaction behavior is used, while the multi-behavior recom-
mendation mainly utilizes multiple types of user behaviors to improve the recommendation
performance of the target behavior [8]. For example, in Figure 1, when shopping, users
will generate various user behaviors, such as searching for products, viewing products,
adding to the shopping cart, purchasing products, and collecting products. However,
traditional recommendation algorithms mostly only use purchase behavior information
and do not fully utilize other user behavior information generated by users during the
purchase process.

Figure 1. Shopping flow chart.

There are two key issues for multi-behavior recommendation. One is how to model
the relationship between multiple user behaviors and target behaviors. The second is how
to model users and products under various user behaviors [26].

How can the relationship between various user behaviors and target behaviors be
modeled? The most common method for modeling the relationship between multiple user
behaviors and the target behavior is to treat them equally and not consider the differences
between behaviors when modeling. Ignoring the differences between behaviors can lead to
information loss [26]. For example, in the context of an e-commerce platform, compared
with the behavior of viewing a product, adding the product to the shopping cart is clearly
more effective for the target behavior of shopping, regardless of the differences in the
number of user behaviors. In addition, the target behavior is not necessarily more influential
than other behaviors. For example, after a customer purchases a product on an e-commerce
platform, sharing the product or giving it a positive review may be more effective than the
purchase behavior. In summary, the relationship between multiple user behaviors and the
target behavior is not fixed and may vary in different datasets. Therefore, this study uses
multi-task learning to train the model, and ultimately converts the relationship between
other user behaviors and the target behavior into a problem of multi-task learning with
multiple losses combined. Finally, by experimenting with existing classic loss combination
algorithms and considering various factors, the best loss combination algorithm is selected.

How can users and items under various user behaviors be modeled?
When modeling users and products, their methods are also different. For example,

Wang et al. [27] directly aggregate the products interacting with users under various be-
haviors through the gate control mechanism; Xia et al. [9] does so by using the knowledge
of graphs to model the users; and Chen et al. [7] modeled users, commodities, and re-
lationships, and then performed information fusion to obtain new node representations.
However, most of them do not consider the relationship between users and products when
modeling users and products. This study builds maps of user–product interaction relation-
ships under different behaviors, and then uses the attention mechanism of graph attention
networks (GATs) to analyze the relationship between users and products. The user–product
relationship under each behavior is modeled, and the hard parameter sharing mechanism
of multi-task learning is used to achieve parameter sharing and enhance the purpose of
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representation, and learn from the previous practice. At the same time, the relationship is
modeled to obtain the user, modeling representation of goods and relationships.

Based on the above two problems, this paper proposes a recommendation model based
on graph neural networks, to use user–product graphs under various behaviors to model
users and products. Then, multi-task learning was conducted, followed by parameter
sharing, to achieve the effect of information sharing and mutual complementation, so as to
improve the recommendation performance. This paper then considers the weight of each
behavior from the perspective of loss combination, and finally proposes a multi-behavior
recommendation model based on graph neural networks.

In summary, the model designed in this paper has the following advantages: 1. Inno-
vation: the GAT attention mechanism is integrated into the node information aggregation,
so that it has attention characteristics when aggregating neighbors, and enhances the node
representation ability; 2. Convenience: through experiments on various loss-combining
algorithms, the problem of behavior weight is solved from the perspective of loss combin-
ing. There is no need to manually set behavior weights, nor design behavior weights from
the perspective of network structure, so that the network structure and behavior weight
structure are decoupled; 3. Efficiency: The model in this paper shows better results for the
Beibei and Taobao datasets, compared with the single-behavior recommendation model
and the multi-behavior recommendation model.

2. Related Works
2.1. Multi-Behavior Recommendation

Multi-behavior recommendation is an emerging branch in the field of recommender
system research. Its research purpose is to use multiple user behavior data to improve the
recommendation performance of the target behavior [7]. Nowadays, most recommendation
algorithms use single-user behavior information to predict the target behavior, and when
users choose products, they will generate other types of behavior information. Most of the
traditional recommendation algorithms do not make the full use of these user behaviors [8].
Aiming at the problem of not making the full use of multi-behavior data, most of the
existing researches solve this problem from three aspects.

One is to extend the matrix decomposition [19] of the early single behavior to the
de-composition of multiple behavior matrices, which has achieved the learning of different
behaviors. For example, Singh et al. [28] proposed an ensemble matrix factorization model
in 2008, when an entity participates in multiple relationships, decomposes several matrices
at the same time, and shares parameters between the matrices to use multi-behavioral
data. When solving this problem in 2012, Krohn-Grimberghe et al. [29] proved that its
effectiveness is higher than other methods by designing a multi-behavior recommendation
model based on multi-behavior decomposition technology. Zhao et al. [30] have built a
topic recommendation system under the Google+ framework using matrix decomposition
technology. They modeled each user’s behavior as a separate example entry in the input
user–topic matrix and predicted the users’ topic interests based on their behavior.

One is to introduce multi-behavioral data into the sampling process from the per-
spective of learning, and make full use of the multiple behavioral data by using auxiliary
behaviors to expand the training set and changing the sampling strategy. For example,
Loni et al. [31] proposed multiple-feedback Bayesian personalized ranking (MF-BPR) in
2016, which is a method to exploit the different types of user behaviors by using an ex-
panded sampling method. In 2018, Qiu et al. [32] proposed a Bayesian personalized ranking
method with heterogeneous implicit feedback, which improves recommendation perfor-
mance by using auxiliary behaviors, and solves the gap between behaviors through an
adaptive sampling strategy imbalance. Ding et al. [33] modeled the pairwise ranking
relationship between purchase, viewing, and non-viewing interactions, and designed a
learning algorithm based on an elementwise alternating least squares (eALS) learner. This
algorithm can effectively learn model parameters from the entire user–item matrix and has
a relatively low time complexity. In addition, Ding et al. [34] improved the performance
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of the recommendation model by proposing a simple and effective Bayesian personalized
ranking (BPR) sampler and using additional view data for sampling. The third aspect
attempts to capture complex and multi-type interactions between users and items by de-
signing neural network models. For example, in 2019, Gao et al. [35] proposed a new
neural network model, neural multi-task recommendation (NMTR), which can learn user
preferences from multi-behavior data, and associate model predictions of each behavior
type in a cascaded manner. In 2021, Jin et al. [26] proposed a new model, named a multiple-
behavior graph convolutional network (MBGCN), to improve the recommendation effect
of multi-behavior recommendation by constructing a unified graph to represent multi-
behavior data. Lifeng et al. [10] proposed a recommendation model based on probabilistic
matrix factorization. This model uses resource allocation in a bipartite graph and random
walks on meta-paths in a heterogeneous network to determine the implicit association of
items and the implicit similarity of users, respectively. The final item association and user
similarity are obtained. The final item and user similarity relationships are integrated into
the probabilistic matrix factorization model to obtain the predicted score of a user for a
specific item.

2.2. Graph Neural Networks

In recent years, graph neural networks have achieved great success due to their
powerful ability to represent learning from structured data, and have thus been widely
used in recommender systems. For example, the graph convolutional matrix completion
(GC-MC) framework, proposed by Berg et al. [3] in 2017, is a graph autoencoder framework
for matrix completion tasks in recommendation systems. The encoder consists of a graph
convolutional layer that constructs user and item embeddings by passing messages over
the user–item graph. In 2018, Ying et al. [4] proposed and developed an efficient graph
convolution network algorithm, PinSage, which combines efficient random walk and
graph convolution to use graph structure information, and node feature information
to generate user and product embeddings. In 2019, Wang et al. [36] designed a graph
neural collaborative filtering (NGCF) framework, which obtains the embeddings of users
and products under high-order connectivity by using the graph structure propagation
embedding on the user–product graph, effectively combining collaborative signals that are
explicitly injected into the embedding process. In 2020, He et al. [5] proposed a new model
called LightGCN, which only includes the graph convolution network (GCN) neighborhood
aggregation and uses it for collaborative filtering. This simple, linear, and tidy model is
easier to implement and train.

There are more and more applications in multi-behavior learning based on graph
neural networks. For example, in 2020, Jin et al. [26] proposed a new model called MBGCN,
which constructs a unified graph for representing multi-behavior data, thus the user–item
propagation layer learns the behavior intensity, and the behavior semantics are captured by
the item–item propagation layer. In 2020, the multiplex graph neural network (MGNN)
framework, proposed by Zhang et al. [6], was demonstrated to learn the shared embed-
ding and specific behavior embedding of users and items by using the reuse network
structure and graph representation learning technology. In 2021, Chen et al. [7] used the
advantages of GCN to jointly embed the representation and relationship of nodes (users
and items) into multi-relational prediction, and performed advanced and efficient non-
sampling optimization. In a 2022 study by Yu et al. [11], the graph-neural-network-based
hybrid model (GNNH) leveraged graph neural networks (GNNs) to capture items and
feature representations, preserving global item–item and feature–feature relationships.
Mingyu et al. [13] proposed a new hybrid graph network recommendation model called
the user multi-behavior graph network (UMBGN), by integrating user–item multi-behavior
interaction sequences, using a joint learning mechanism. This model extracts the long-term
multi-behavior features of users through the user multi-behavior information perception
layer, and learns the time-ordered user–item interaction information through BiGRU and
AUGRU units. Zhang et al. [12] proposed a new fine-grained POI recommendation based
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on multi-graph convolutional networks (FP-MGCNs). A FP-MGCN uses multiple em-
bedded propagation layers and models high-order connections of different POI-related
relationships using an information propagation mechanism to enhance representation.

3. Methodology

The algorithm model in this paper is mainly divided into three parts: embedding
acquisition based on graph neural networks, the parameter sharing based on multi-task
learning, and the selection of a loss-merging algorithm. This paper will explain these three
parts respectively.

3.1. Embedded Acquisition Based on Graph Neural Networks

Predecessors mainly rely on CNN [1] and RNN [2] for embedding acquisition. These
two embedding acquisitions have two limitations. On top of space, data in non-Euclidean
spaces cannot be processed. Second, it can only aggregate information from first-order
neighbors, but cannot aggregate information from higher-order neighbors. The birth of
the graph neural network has proposed a brand-new idea to solve these two problems.
Therefore, this model intends to use the graph neural network to obtain embedding. The
reason is that this model is mainly through the interaction between users and products.
relationship, without considering the information of the user and the product itself. It
seems that this article operates on the graph, so it is a better choice to choose the graph
neural network.

For the classic GCN [37], the embedding of the node obtained by the single-layer GCN
layer is expressed as (1):

E(l) = σ
(

ÂE(l−1)W(l)
)

(1)

where E(l) represents the embedding obtained by the l layer, Â = D−
1
2 (A + I)D−

1
2 is

the normalized adjacency matrix, where A is the adjacency matrix, D is the angle matrix,
Dii = ∑j(A + I)ij, I is the identity matrix. W(l) is the parameter matrix of layer l, and σ is

the activation function. E(0) is the initialization embedding matrix.
The problem with this classic GCN model is that it only aggregates node information

(user nodes aggregate user node information, and commodity nodes aggregate commodity
node information. In fact, it is meaningless under the current assumptions of this article,
because this article does not consider the relationship between users for the time being.
The connection or the relationship between the items (but only considering the relationship
between users and items) and the model does not take into account a variety of behaviors,
so this paper needs to improve it to meet the ideal requirements.

For the first question, this article wants to achieve the representation of the user
aggregated through the related products, and also establishes a relationship through the
relationship between the user and the product; therefore, taking the user as an example,
the original GCN representation becomes (2):

e(l)u = σ

 ∑
(v,r)∈N(u)

1√
|Nu||Nv|

W(l)
r e(l−1)

v

 (2)

In the graph neural network, it is mainly divided into two theoretical systems, the
graph domain and the frequency domain, where (1) is the frequency domain implementa-
tion method of GCN, and (2) is actually a variant of the GCN graph domain implementation
method, where N(u) represents the neighbors of user, u, under various behaviors, and

1√
|Nu ||Nv |

is a standardized item.
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The representation of the commodity is shown in (3):

e(l)v = σ

 ∑
(u,r)∈N(v)

1√
|Nu||Nv|

W(l)
r e(l−1)

u

 (3)

After completing the previous work, this paper introduces the attention mechanism of
GAT into the work of this paper.

First of all, this article calculates the attention coefficient, first looking at the attention
coefficient calculation method in GAT [38].

For vertex u, the similarity coefficient between its neighbors, v ∈ Nu and itself, was
calculated, as indicated in (4):

su,v = a([Weu||Wev]), v ∈ Nu (4)

This formula was interpreted as (4): First, a linear map with a shared parameter,
W, increases the dimension of the feature of the vertex. Of course, this is a common
feature enhancement method; splicing, and finally, a(·) maps the spliced high-dimensional
features to a real number. This is the calculation method of the similarity coefficient in the
classic GAT. With the correlation coefficient, the distance from the attention coefficient is
normalized. Here, the normalization method similar to GAT is directly used, as shown
in Formula (5):

αu,v =
exp(LeakyReLU(su,v))

∑k∈Nu exp(LeakyReLU(su,k))
(5)

After getting the attention coefficient, this article can improve Formula (2) to (6):

e(l)u = σ

 ∑
(v,r)∈N(u)

αu,vW(l)
r e(l−1)

v

 (6)

and improve Formula (3) to (7):

e(l)v = σ

 ∑
(u,r)∈N(v)

αu,vW(l)
r e(l−1)

u

 (7)

After the attention mechanism is improved, it does not depend on the structure of
the graph, has no pressure on the inductive task, and realizes the assignment of different
learning weights to different neighbors. In the future, it can continue to be optimized and
improved to a multi-head attention mechanism. After completing the above work, the first
part of the model of this paper is completed.

3.2. Parameter Sharing Based on Multi-Tasking Learning

This paper obtains the embedded representation of users and products, but does
not introduce the parameter sharing of multi-task learning, which leads to the fact that
the multiple behaviors in this paper as the embedded representation between is only an
independent representation, so this paper needs to find a way to solve the problem of
parameter sharing [39]. Based on this idea, looking back at Formula (6), this paper finds
that the parameter is actually W(l)

r , so it considers setting this parameter as a parameter
common to multiple behaviors, and then improves (6) to:

e(l)u = σ

 ∑
(v,r)∈N(u)

αu,vW(l)e(l−1)
v

 (8)
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After the improved Formula (8), this paper finds that the parameters represent the
behavior disappearance, so this paper introduces an embedded representation, er, for each
behavior, and then improves Formula (8) to (9):

e(l)v = σ

 ∑
(u,r)∈N(v)

αu,vW(l)e(l−1)
u e(l−1)

r

 (9)

The er update method is as follows (10):

e(l)r = W(l)
rel e(l−1)

r (10)

In fact, W(l)
rel here gives different weights to different behaviors, which is the non-shared

layer in multi-behavior learning.
So far, this paper has solved the problem of the shared layer, and also obtained the

embedded representation of users, products, and relationships.
The representations obtained from different layers emphasize the information deliv-

ered from different hops. For example, the first layer enforces the smoothing of interacting
users and items, the second layer smooths overlapping users (items) on interacting items
(users), and the higher layers capture higher-order proximity, thus combining them further
to get the final representation. The attention mechanism is still used here, and the attention
coefficient is (11):

βu,i =
exp
(

LeakyReLU
(

ei
u

))
∑L

l=0 exp
(

LeakyReLU
(

el
u

)) , βv,i =
exp
(

LeakyReLU
(

ei
v

))
∑L

l=0 exp
(

LeakyReLU
(

el
v

)) , βr,i =
exp
(

LeakyReLU
(

ei
r

))
∑L

l=0 exp
(

LeakyReLU
(

el
r

)) (11)

The superimposed users, items, and relationship embeddings are expressed as (12):

eu =
L

∑
l=0

βu,le
(l)
u , ev =

L

∑
l=0

βv,le
(l)
v , er =

L

∑
l=0

βu,le
(l)
r (12)

Finally, this paper obtains the predicted value, which represents the probability of
interaction between user, u, and product, v, under k behaviors (13):

ŷ(k)uv = eT
u diag

(
erk

)
ev (13)

where diag
(
erk

)
represents a diagonal matrix, of which the diagonal elements are equal erk .

At this point, the first two modules of this model in the article are solved, and the
subsequent third module is to solve the problem of loss.

3.3. Introduction to the Algorithm of Loss Merging

Taking the single k-th behavior as an example for a batch of users, B, and the entire
product set, V, the traditional weighted regression loss is:

Lk = ∑
u∈B

∑
v∈V

ck
uv(y(k)uv − ŷ(k)uv)

2 (14)

It can be seen that the time complexity of calculating this loss is O(|B||V|d), which
is generally unaffordable in practice. However, based on previous research [40], it can be
optimized to O

(
(|B|+ |V|)d2). The work of this paper is not focused on this, but on the

summation of the subsequent multi-behavior losses. Optimizing model operations, such as
reducing model time complexity and optimal resource allocation, can be done according
to [41,42].

For the traditional summation method, the losses of multiple tasks are directly added
to obtain the overall loss. However, there are two problems. One is that the magnitude
of the loss of different tasks is different, and there may be a phenomenon that the task
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with a larger loss dominates. The other is that the learning speed of different tasks is
different; some are slow, and some are fast. This paper discusses three commonly used loss
optimization algorithms: gradient normalization (GradNorm) [43], using uncertainty to
weigh losses (UWL) [44], and dynamic weight average (DWA) [45], to conduct experiments
to obtain an algorithm with better results in the current scenario. This is added to the model
to improve the final effect of the model.

GradNorm proposes a new method which can automatically balance the different gra-
dient levels of multitasks, improve the effect of multitask learning, and reduce overfitting.

The definition of total loss is still the weighted average of the loss of different tasks, as
shown in (15):

L(t) = ∑ Wi(t)Li(t) (15)

GradNorm designed an additional loss to learn the weight, Wi, of different task losses,
but it does not participate in the reverse gradient update of the parameters of the network
layer. The purpose is that the gradients of different tasks can become the same magnitude
through regularization, so that different tasks can be achieved. The train at a close speed is
as follows:

Lgrad(t; wi(t)) = ∑
i

∣∣∣G(i)
W (t)− GW(t)× [ri(t)]

α
∣∣∣
1

(16)

Among them, t represents the number of training steps, W generally takes the
weight of the last shared layer, where G(i)

W (t) = ||∇Wwi(t)Li(t)||2 represents the regu-
larization gradient of the i-th task; that is, the gradient of loss to W, and then L2-norm.
GW(t) = Etask

[
G(i)

W (t)
]

represents the mean of multiple regularized gradients.
ri(t) indicates the relative learning speed of the i-th task:

ri(t) = L̂i(t)/Etask
[
L̂i(t)

]
(17)

Among them, L̂i(t) represents the loss ratio of the i-th task (step t) and the initial loss
ratio, which is used to represent the learning speed:

L̂i(t) = Li(t)/Li(0) (18)

The core of UWL is L(W, σ1, σ2) = 1
2σ2

1
L1(W) + 1

2σ2
2

L2(W) + logσ1 + logσ2, where σ

is a learnable parameter, and the paper regards it as the uncertainty (uncertainty) of the
corresponding task modeling. It can be seen that the consequence of the total loss on the
tasks is a large loss and a small σ, because for this kind of task, 1

2σ2 L2(W) will be very large
and SGD will optimize it to a small size, This represents a task with a large loss, which
means that its uncertainty (uncertainty) is also high. In order to prevent the model from
“big steps” in the wrong direction, smaller gradients should be used to update w. On the
contrary, for tasks with smaller losses, its uncertainty is also lower, and w is updated with
larger gradients. At the same time, this can also avoid the problem of letting tasks with
larger losses dominate.

The DWA method is relatively simple and direct. Unlike GradNorm, it does not need
to calculate the gradient, but only needs the loss of the task. The formula is expressed
as (19):

λk(t) :=
Kexp(wk(t− 1)/T)
∑i exp(wi(t− 1)/T)

, wk(t− 1) =
Lk(t− 1)
Lk(t− 2)

(19)

λk is the weight of the task; that is, the total loss is still the weighted average of the
loss of all tasks: Ltotal = ∑k λkLk. wk is the loss ratio of the previous round, representing
learning rates for different tasks. T plays a role in smoothing task weights, and the larger
the T is, the more uniform the weight distribution of different tasks is. If T is large enough,
then λk = k, and the weight of each task is equal. K means that the weighted sum of all
tasks is K. Because in general, if there is no special treatment the weight of each task is
equal to 1, all tasks will be K after weighting.
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In terms of experimental indicators, this paper selects the hit rate (HR) and the normal-
ized discounted cumulative gain (NDCG) as the experimental indicators of the experiment.
These two indicators are commonly used in recommendation systems. Both HR and pre-
cision indicators are indicators for evaluating the accuracy of the model predictions. The
HR indicator focuses more on whether the model can include user demand items in the
recommendation list, while the precision indicator focuses more on how many of the
samples predicted by the model as positive are truly positive. The main difference is in
the calculation method and focus. In this study, the final test set used is the product that
the user finally purchased. The model is to predict whether it is correctly recommended,
so using the HR indicator is more appropriate. Recall and F-ratio indicators are similar to
precision and will not be repeated. In addition to the accuracy of the recommendations, it
is also necessary to consider whether the recommended items are closer to the front and
whether they are placed in a more conspicuous position. Precision, recall, F-ratio, and other
indicators cannot be represented, but the NDCG can be represented. NDCG is an evaluation
indicator that emphasizes orderliness. Its focus is on whether the recommended items are
placed in a conspicuous position for users and assigns higher scores to items that are closer
to the front.

HR indicates the users’ things and whether the recommendation system has recom-
mended it, emphasizing the accuracy of the prediction as per the formula shown in (20):

HR =
1
N ∑N

i=0 hit(i) (20)

Among them, N represents the users’ access weight, which is the number of real clicks
by the user. If the recommendation system recommends product i, hit(i) is 1, otherwise
it is 0.

NDCG concerns with whether the found products are placed in a prominent position
for users; that is, it emphasizes the order, as per the formula shown in (21):

NDCG =
1
N ∑N

1
1

log2(pi + 1)
(21)

Among them, N represents the total number of user visits, which is the number of real
clicks by users. pi indicates the position where the item appears in the recommendation
results; if it does not appear, then pi is infinite.

4. Results
4.1. Experimental Settings

In terms of experimental datasets, this paper conducts experiments on two datasets,
namely the Beibei and the Taobao datasets. The dataset structure information is shown
in Table 1.

Table 1. Dataset structure statistics.

Dataset Users Entries Click Add to Cart Purchase

Beibei 21,716 7977 2,412,586 642,622 304,576
Taobao 48,749 39,493 548,162 193,747 259,771

The Beibei dataset comes from Beibei, the largest e-commerce platform for baby
products in China. In this dataset, there are 21,716 users and 7977 entries with three
behavior types, including click, add to cart, and purchase behavior.

The Taobao dataset comes from the Taobao e-commerce platform and is a Taobao user
behavior dataset provided by Alibaba. In this dataset, there are 48,749 users and 39,493 entries
with three behavior types, including click, add to cart, and purchase behaviors.

After that, the last purchase records of users are used as test data, the second last
records are used as validation data, and the remaining records are used for training.
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The experiments in this paper are compared with four models, including two single-
behavior recommendation models and two multi-behavior recommendation models, among
which BPR [46] and LightGCN [5] are single-behavior recommendation models, and MC-
BPR [47] and NMTR [35] are multi-behavior recommendation models.

Among them, BPR is a Bayesian personalized ranking, which is a commonly used
recommendation algorithm based on traditional machine learning in recommendation
systems. It was proposed earlier, but is often cited as a baseline, so this study also uses
it as one of the baselines. Different from other methods based on the user rating matrix,
BPR mainly uses the users’ implicit feedback (such as click, favorite, etc.), and sorts the
products through the maximum posterior probability obtained by Bayesian analysis of the
problem, and then generates recommendations.

LightGCN is a light, but effective GCN network. This study is also based on graph
neural networks, so it is necessary to use LightGCN as a baseline. It discards the feature
transformation and nonlinear activation of traditional GCN, and it is verified by experi-
ments that these two operations are invalid for collaborative filtering. At the same time, a
lightweight GCN is proposed. The network construction model (LightGCN) is used for
recommender systems. LightGCN only contains the most basic structure in GCN (neighbor-
hood aggregation) for collaborative filtering. LightGCN learns user and item embeddings
by performing a linear propagation on the user–item interaction matrix, and finally takes
the weighted sum of the embeddings learned by all the layers as the final embedding.

BPR and LightGCN were selected as single-behavior models to demonstrate the
advantages of multi-behavior models.

In MC-BPR, negative items are sampled in the item space reduced by BPR, and
it is shown that sampling from all items is unnecessary. BPR was used as a baseline
earlier, and MC-BPR will be used as a baseline later. The reason is that it can not only
show the advantages of multi-behavior recommendations, but also serve as a comparison
between traditional machine learning recommendation algorithms and deep learning
algorithms. Additionally, a view-enhanced user-oriented BPR sampler is designed, which
can effectively integrate user view data into an online shopping recommendation system,
where the viewed interaction behavior is regarded as the difference between the purchased
interaction and the unobserved interaction. The intermediate feedback of using multiple
behaviors enhances the model performance.

NMTR is an advanced method that combines the latest developments in neural collab-
orative filtering (NCF) modeling with the effectiveness of multitask learning. It is mainly
through research on deep learning algorithms and multi-behavior learning, while we set
graph neural networks to carry out multi-behavior learning. Comparing with it can show
the effectiveness of graph neural networks and traditional deep learning methods. NMTR
is capable of learning user preferences from multi-behavioral data, where users (and items)
have shared embeddings across multiple behavior types, and each behavior type learns a
data-dependent interaction function. Furthermore, in order to integrate behavioral seman-
tics, especially the sequential relationship between behavioral types, model predictions for
each behavioral type are connected in a cascaded manner.

All parameters of the baseline methods are initialized as in the corresponding papers
and then carefully tuned for the best performance. The MGAT algorithm related param-
eters are set as follows: epoch is 100, embed_size is 64, layer_size is 3, batch_size is 256,
node_dropout is 0.5, mess_dropout is 0.2, and lr is 0.01.

All experiments are conducted in the same experimental environment. Experimental
environment hardware parameters are set as follows: CPU is AMD EPYC 7543 32-Core
Processor, memory is 30GB, graphics card is RTX A5000, and video memory is 24GB. For
the experimental environment software parameters, the operating system is Ubuntu 18.04,
using python 3.6 and TensorFlow-GPU version 1.12.
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4.2. Recommended Algorithm Experiment Results

In this paper, five models are tested on the Beibei and Taobao datasets, and the
experimental results are summarized in Tables 2 and 3.

Table 2. The comparison results of the Beibei dataset across four kinds of recommendation algorithms.

BeiBei BPR LightGCN MC-BPR NMTR MGAT

HR@50 0.1246 0.1613 0.1743 0.2047 0.27675
HR@100 0.2192 0.2495 0.2755 0.3189 0.38631

NDCG@50 0.0407 0.0466 0.0503 0.0609 0.08675
NDCG@100 0.0539 0.0611 0.0653 0.0764 0.10450

Table 3. The comparison results of the Taobao dataset across four kinds of recommendation algorithms.

TaoBao BPR LightGCN MC-BPR NMTR MGAT

HR@50 0.0708 0.0814 0.0791 0.0942 0.15689
HR@100 0.0871 0.1025 0.1264 0.1368 0.22558

NDCG@50 0.0269 0.0325 0.0297 0.0334 0.05271
NDCG@100 0.0305 0.0359 0.0361 0.0394 0.06381

As shown in Tables 2 and 3, we can intuitively see that the multi-behavior recom-
mendation algorithm based on the graph neural network (MGAT) under HR and NDCG
indicator experiments on Beibei and Taobao datasets, the effect is significantly better than
other recommendation algorithms. For BPR and LightGCN, the single-behavior algorithms
do not use other user behaviors, making them unable to capture the relationship between
users and items through other behaviors. Therefore, the effects of these two algorithms are
worse than other multi-behavior algorithms.

For MC-BPR, it is mainly BPR extended on multi-behavior data and its effect is better
than single-behavior BPR, but it still uses a traditional recommendation algorithm. There-
fore, the effect is relatively worse than NMTR and MGAT. NMTR is a method that uses
multi-behavior data to complete recommendations, but this algorithm does not use multi-
behavior data to adjust user and item embedding, nor does it mine complex relationships
between behaviors. Our algorithm captures user–item relationships through attention
mechanism and iteratively updates user, item, and relationship embedding through multi-
ple graph neural network layers, making it able to update embedding, so its effect is better
than that of other models.

Subsequently this paper carries out an ablation experiment to prove that multi-
behavior recommendation indeed improves the model accuracy rate. It separately carries
out only purchase behavior, purchase behavior plus shopping cart behavior, and purchase
behavior plus view behavior, and the three kinds of behaviors are used for the experiment.
The experimental results are shown in Tables 4 and 5. In Tables 4 and 5, Only-Buy refers to
the experimental results of the MGAT algorithm using only purchase behavior, Buy-Cart
refers to the experimental results of the MGAT algorithm using purchase behavior and
add-to-cart behavior, Buy-Pv refers to the experimental results of the MGAT algorithm
using purchase behavior and browsing behavior, and All refers to the experimental results
of the MGAT algorithm using purchase behavior, add-to-cart behavior and browsing be-
havior. From Table 4, it can be seen that for the Beibei dataset, the experimental results
using purchase behavior and add-to-cart behavior are the best. For the Taobao dataset,
the experimental results using purchase behavior, add-to-cart behavior and browsing be-
havior are the best. The meaning of the horizontal axis in Figure 2a,b is the same as in
Tables 4 and 5.
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Table 4. The results of the ablation experiment under the Beibei dataset.

BeiBei Only-Buy Buy-Cart Buy-Pv All

HR@50 0.15781 0.35135 0.22725 0.27675
HR@100 0.23623 0.44704 0.33584 0.38631

NDCG@50 0.04850 0.12580 0.06760 0.08675
NDCG@100 0.06119 0.14132 0.08516 0.10450

Table 5. The results of the ablation experiment under the Taobao dataset.

TaoBao Only-Buy Buy-Cart Buy-Pv All

HR@50 0.06216 0.08685 0.12181 0.15689
HR@100 0.08060 0.11020 0.16454 0.22558

NDCG@50 0.02297 0.03626 0.04322 0.05271
NDCG@100 0.02597 0.04004 0.05014 0.06381

Figure 2. (a) Comparison of the ablation results of the Beibei dataset; (b) comparison of the ablation
results of the Taobao dataset.

From Figure 2a,b, we can intuitively see that adding user behavior can indeed improve
the experimental results on both the Beibei and Taobao datasets. Moreover, different user
behaviors have different impacts on the experimental results. From the Beibei dataset, it can
be found that blindly increasing user behavior does not always improve the experimental
results. On the Taobao dataset, increasing user behavior can improve the experimental
results. In summary, it can be concluded that increasing user behavior can indeed improve
the experimental results to a certain extent, but may not continue to improve. The reason
may be related to the quality of the dataset.

From the above ablation experiment results, it can be seen that compared to a single
behavior, adding multiple user behaviors can indeed improve the performance of the
model. However, from the experimental results in this paper, it can be found that adding
different user behaviors has different impacts on the model. From the Beibei dataset, it
can be seen that the model with purchase behavior and add-to-cart behavior is better
than adding all behaviors. Therefore, we can infer that the impact between behaviors is
also different and some behaviors may have a negative impact on the model. This paper
considers solving this problem from loss optimization. By merging multiple losses and
assigning different weights to different behaviors to affect changes in model loss, and thus
improve the recommendation effect of this paper’s model. In fact, this is precisely the
second key issue of multi-behavior recommendation: how to model relationships between
multiple behaviors. This paper starts from loss optimization and uses DWA, UWL, and
GradNorm, three loss optimization algorithms on our basic model, respectively, to conduct
experiments on the Beibei and Taobao datasets.
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4.3. The Algorithm Loses the Experimental Results of Optimization

This article uses DWA, UWL, and GradNorm, three loss-merging algorithms on the
basic model of this article, and conducts experiments on two datasets. The experimental
results are shown in Tables 6 and 7. Here, the baseline models all use the MGAT model
proposed in this paper and use multiple loss optimization algorithms to submit experimen-
tal results. None represents the experimental results without using any loss optimization
algorithm, DWA represents the experimental results using the DWA loss optimization
algorithm, UWL represents the experimental results using the UWL loss optimization
algorithm, and GradNorm represents the experimental results using the GradNorm loss
optimization algorithm. The meaning of the vertical axis in Figure 3a,b is the same as in
Tables 6 and 7.

Table 6. Comparison of the loss optimization experiment results of the Beibei dataset.

BeiBei None DWA UWL GradNorm

HR@50 0.27675 0.27344 0.25990 0.31382
HR@100 0.38631 0.37967 0.39086 0.41587

NDCG@50 0.08675 0.08638 0.07895 0.09872
NDCG@100 0.10450 0.10360 0.10014 0.11616

Table 7. Comparison of the loss optimization experiment results of the Taobao dataset.

TaoBao None DWA UWL GradNorm

HR@50 0.15689 0.16583 0.16895 0.18029
HR@100 0.22558 0.23465 0.23605 0.23393

NDCG@50 0.05271 0.05658 0.05769 0.06967
NDCG@100 0.06381 0.06773 0.06855 0.07838

Figure 3. (a) The results of multiple loss optimization algorithms are compared for the Beibei dataset;
(b) the results of multiple loss optimization algorithms are compared for the Taobaodataset.

From Tables 6 and 7, Figure 3a,b, it can be intuitively seen that in most cases, for the
comparison of HR and NDCG indicators, the performance of GradNorm is better than other
algorithms. Other loss optimization algorithms basically have no significant impact on the
model’s performance in multi-behavior recommendation scenarios. Therefore, this paper
reinforces that GradNorm algorithm is better than the DWA and UWL algorithms in multi-
behavior recommendation scenarios. This paper uses GradNorm as the loss optimization
algorithm for the model.

We conducted three experiments on the Beibei and Taobao datasets. First, we built a
multi-behavioral recommendation model based on graph neural networks and compared
it with BPR, LightGCN, MC-BPR, and NMTR. The results showed that our proposed
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MGAT algorithm performed better in the HR and NDCG metrics. Then, we conducted
ablation experiments to prove that the addition of behavior can indeed improve the model
performance. At the same time, according to the experimental results, we found that blindly
increasing behavior data will not make the model performance continue to grow. Therefore,
in order to solve the above problem, we started from the perspective of loss optimization
and conducted experiments on the existing loss optimization algorithms, namely DWA,
UWL, and GradNorm algorithms. Through the experiment, it was found that GradNorm
algorithm had the best performance on the Beibei and Taobao datasets, so we used the
GradNorm algorithm as the loss optimization algorithm of our model. Through the above
experiments, it is proved that our proposed MGAT algorithm is better than the classical
recommendation algorithm within HR and NDCG metrics, which proves that the MGAT
algorithm has a certain superiority in multi-behavioral recommendation algorithms.

5. Conclusions

In this study, we propose a new multi-behavior recommendation model based on
graph neural networks and attention mechanisms, that can effectively model users and
items under multiple behaviors and achieve better results than existing recommendation
models on two real-world datasets. In addition, we further improve the recommendation
effect by considering the relationship between multiple user behaviors from the perspective
of loss optimization. Future research can consider incorporating information contained
within interaction behaviors into the model, and exploring the application of the MGAT
model to other related tasks.
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