
Citation: Sudár, A.; Csapó, Á.B.

Elicitation of Content Layout

Preferences in Virtual 3D Spaces

Based on a Free Layout Creation Task.

Electronics 2023, 12, 2078. https://

doi.org/10.3390/electronics12092078

Academic Editor: Markus Fiedler

Received: 31 March 2023

Revised: 25 April 2023

Accepted: 29 April 2023

Published: 30 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Elicitation of Content Layout Preferences in Virtual 3D Spaces
Based on a Free Layout Creation Task
Anna Sudár 1,2,3,† and Ádám B. Csapó 1,3,*,†

1 University Research and Innovation Center, Óbuda University, H-1034 Budapest, Hungary;
sudar.anna@uni-obuda.hu

2 Doctoral School of Multidisciplinary Engineering Sciences, Széchenyi István University,
H-9026 Gyor, Hungary

3 Eötvös Loránd Research Network, Piarista u. 4, H-1052 Budapest, Hungary
* Correspondence: csapo.adam@uni-obuda.hu
† These authors contributed equally to this work.

Abstract: Three-dimensional virtual reality (VR) environments, whether operating on desktop plat-
forms or immersive screens, have been recognized for enabling novel and extremely engaging
methods of interacting with digital content across various fields of application. Studies conducted
over the past several years have also consistently suggested that utilizing 3D in contrast to 2D
interfaces can lead to enhancements in multiple performance dimensions. These enhancements
encompass better understanding and retention of information, increased capacity for inventive and
efficient collaboration, and the ability to execute workflows that integrate numerous information
sources more quickly. At the same time, how digital content such as documents, audio–visual content
and web browsers are integrated into 3D spaces is often decided by the creators of the spaces based
on either aesthetic considerations, or on a case-by-case basis depending on the workflow. In this
paper, we present the results of an experiment we conducted to better understand how users prefer
to arrange digital content in their 3D environments, depending on the subject matter, the format of
the content (e.g., text-based, image, or audio–visual) and the 3D objects within the space. The results
of the experiment presented in the paper can help inform future 3D VR design methodologies and
may also provide support for automated content arrangement solutions.

Keywords: desktop virtual reality; 3D spaces; cognitive capabilities

1. Introduction

Virtual reality (VR) is a technology that utilizes 3D digital models to create three-
dimensional experiences for users, replicating real or imagined environments. The de-
velopment of VR has experienced ups and downs, sharing similarities with the periods
of “winter” and “summer” in the evolution of artificial intelligence. Although there is no
consensus on the precise reasons for this, it has been proposed that the primary obstacles to
widespread VR adoption are the inadequate performance of headsets and a limited range
of applications [1].

Despite these challenges, the VR industry has witnessed substantial growth over
the past ten years and is estimated to reach a market value of USD 50 billion by 2026 [2].
An increasing number of stakeholders now appreciate VR’s practical applications beyond
its entertainment potential. While early VR developers saw the technology as a new in-
focommunications platform [3], it has for a long time largely been perceived as suitable
for gaming, entertainment, and professional simulations or training. However, in re-
cent times, VR has been making inroads into a variety of sectors, including primary and
higher education [4–6], healthcare [7–10], engineering, and numerous other professional
industries [11–15].
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In this paper, our main focus is on the use of VR as a digital workspace, and we
investigate the typical layouts of 2D content preferred by users within 3D environments,
both in terms of content type and relative display size, as well as in terms of thematic
cohesion, format (i.e, content type) cohesion and in terms of the relationship with objects in
the 3D environment.

The paper is structured as follows. In Section 2, we provide a brief overview of
cognitive theories relevant to the processing, grouping, and recall of information in the
visual modality. In Section 3, we provide a brief overview of how information is generally
organized and visualized in 2D and 3D environments. The main part of this research,
i.e., the experiment we have conducted on preferred content layouts in 3D, is reported
upon in Section 4. Finally, a short discussion on the interpretation of the results is presented
in Section 5.

2. Classical Cognitive Theories on the Processing, Grouping and Recall of
Visual Objects

In this section, we provide an overview of cognitive theories relevant to how informa-
tion is processed, grouped, and recalled, especially in the context of the visual modality.
The key takeaway from this overview is that the way in which humans process spatial infor-
mation, navigate in space, and conceptually represent spatial relationships is dependent on
many factors, some of which may span perceptual, high-level cognitive and even emotional
aspects. For this reason, predicting user preferences in 3D virtual environments is far from
a trivial exercise, and such predictions need to be supplemented by usability experiments.

2.1. Perception of Objects, Shapes and Forms

Historically, the first psychophysical model that described the organization of per-
ceived images into objects was the Gestalt theory. This concept was developed through
the contributions of Max Wertheimer, Kurt Koffka, and Wolfgang Köhler. The Gestalt
approach emphasizes that the object (the “whole”) is more than the sum of its parts
(i.e., the segments that make up the objects). Gestalt psychologists focused their work on
three main areas [16–20]:

1. The relationships between shape and background;
2. Grouping rules;
3. The “goodness” of shapes.

Within these areas, they identified six Gestalt principles:

• Law of Similarity;
• Law of Good figure;
• Law of Proximity;
• Law of Continuity;
• Law of Closure;
• Law of Common Region.

The Law of Common Region and the Law of Proximity play a particularly important
role in understanding the grouping of information and in cases where the goal is to actively
facilitate the speed and quality of the comprehensibility and recall of an image, both of
which can be highly relevant in the use of VR to communicate information at a high level.

Based on the Law of the Common Region, the human brain is expected to group together
elements that are located in a common, closed region. Even today, user interface and
user experience designers rely on this principle when organizing information on specific
elements in a closed area and using the same color, whether in, e.g., games or on social
interfaces. In the case of the Law of Proximity, objects that are closer to each other are
more likely to be considered as a group of related elements. Using this principle, it is also
possible to communicate the association of information clearly, even if it is not possible to
create closed regions [21,22].
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2.2. Human Spatial Behavior

Despite the relative limitations of the human senses and locomotion skills, we can
navigate our surroundings skillfully. This indicates that effective spatial orientation is
not simply a question of perceptual and/or motor performance. The ability of people to
deal effectively and purposefully with their immediate environment is often referred to as
human environmental competence [23].

Human environmental competence consists of several components [23,24]:

• The perceptual component means the identification, highlighting, and prioritization
of the essential characteristics of the environment.

• The cognitive component performs the interpretation of features highlighted during
perception, as well as the storage, organization, and recall of the features that acquire
meaning in this way. This results in environmental knowledge.

• The components of the affective component are positive and negative emotional and
motivational responses to the characteristics of the environment, behavioral reactions,
and personal dispositions that mediate between the former components.

2.3. Categorization and Conceptual Representation

Tversky’s research published in 2003 discusses several types of mental spatial reference
frames by which people place themselves in space. Each cognitive subsystem of the
complex, multifaceted mental space serves a different function and includes different
spatial elements and frames of reference. Although it can be assumed that each of them has
a different mental structure, all of them are characterized by schematization. This reduces
the load on memory, stimulates information processing, and allows for the integration of a
wide variety of information, albeit at the cost of some error and distortion.

In the world in general, as well as in one’s narrow environment, one comes across a
lot of information that one will need to recall at some point. This is supported by several
cognitive processes, such as categorization. This mostly happens automatically and can
affect all modalities. The cognitive processes that help categorization make it possible for
people to differentiate between objects classified in different categories based on certain
properties, but in the case of objects belonging to the same category, they ignore minor
differences and pay attention to common properties [25,26].

Although the categorization of information is essential in our everyday life, organizing
the information into blocks can also help make both processing and recall more efficient.
In this context, one of the most significant research results in cognitive science has been
the discovery of ‘chunking’—a cognitive process in which information is broken down into
smaller, more manageable units to make the information more understandable [27,28]. It is a
strategy for memorization that can be applied consciously, but can also occur unconsciously
through experience, which allows people to recall larger amounts of information [29–31].
We have known for a long time that the capacity of working memory is limited in terms
of processing and storing information; however, with the help of this cognitive strategy,
the amount of information to be processed at a given time can be reduced [32]. Additionally,
the efficiency of this process is further supported by the fact that it is often based on an
organizing principle that not only uses smaller building blocks but also makes semantic
sense, thus resulting in memories that are easier to recall [29,33].

In many cases, however, information-acquisition models have proven to be incomplete
in the past because they did not take into account the cognitive state of users, as well as the
cognitive strategies they may employ. Pirolli and Card’s 1999 information search model
identifies this shortcoming and states that people searching for information search and
organize information in clusters to minimize the information search cost of searching be-
tween clusters [34]. These clusters appear in both physical and digital forms. Another very
important aspect is the user’s mental model, which also explains the different information
search behaviors. Differences in the mental model are often determined by the cognitive
demographic and social variables of the given user [35].
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3. Information Organization in 2D and 3D Interfaces

In this section, we provide a brief overview of how information is generally orga-
nized and visualized in 2D and 3D environments, highlighting some of the advantageous
ways of using each for improved comprehensibility and information throughput, as well
as highlighting some relative benefits of 3D environments versus 2D environments in
this context.

3.1. Two-Dimensional Interfaces

With the advent of the digital world and the advancement of graphical interfaces,
as well as the growth of digital information and the emergence of computers as mass
products, there arose a need for the numerous digital content types—stored on computers,
phones, tablets, or other electronic devices—to be organized according to a specific principle.
Typically, 2D interfaces employ logically hierarchical solutions to this, displaying files as
belonging to a given folder within a folder hierarchy. In such cases, users have no other
option than to access the content of a given file using its location in the hierarchy, its
extension and name [36–38].

3.1.1. Difficulties of Task-Oriented Clustering on 2D Interfaces

The key challenge in using folder-file hierarchies is that it is difficult to conceptually
associate a given file with a unique folder, and it is often difficult for users to recall which
folder a given file can be found in.

Gwizdka et al. tried to investigate this problem when they looked at how managing
emails on 2D interfaces could be improved, i.e., made faster and more efficient. The physical
environment in which people perform everyday activities is highly spatial and flexible.
They expected that bringing some of these features into the e-mail environment would
better support the various tasks performed in an e-mail. Here, too, the goal was to be
able to cluster the messages into a working (i.e., task-based) order, thus making it easier
to manage them and reply to them [39]. Other works have also aimed at solving similar
problems [40].

3.1.2. Two-Dimensional Information Clustering Approaches on Computers

Although folders can be a temporary solution to store documents in a more structured
way, it can still be difficult to provide users with universal signals, based on which a
stranger can find information with the same speed as the creator of that particular system.

Nowadays, people often use two monitors during their work because they obtain their
information from several sources. In real life, this would correspond to someone opening
several open books or several papers next to each other in some arrangement, but on a
computer, it can still be a struggle to map this feature.

To some degree, the split screen provides a solution to this, and is often used in cases
where certain information is needed together to solve a task. In this case, the monitor can
display more than one document at the same time and keep it active for the user. In many
cases, however, using a split screen can cause scale changes in a given document, which
can make its use or interpretation difficult. In addition, without a special configuration,
such layouts are generally temporary and need to be re-created again and again through
extra effort.

If we look at the solutions of the two dominant operating systems for grouping
applications on computers and how they are used, we come across similar solutions. Both
Windows and Mac OS versions offer a view in which applications running parallel to each
other are displayed to the user in smaller windows on one screen (e.g., Figure 1). This
is certainly useful from the point of view that one can see how many content elements
and how many types of documents are open in parallel, but it does not help the user in
grouping them. It is possible to imagine that one would like to work on several tasks at
the same time, each of which has some number of documents/applications. In addition, it
is common for certain tasks to occupy people’s capacities for days, weeks, or even longer
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periods; thus, the content needed to solve them must be continuously available. Last but
not least, document access needs are often contextual: for example, it may be the case that
after working hours, the user might prefer to consume other types of content.

Figure 1. Laptop screen with a split screen view on Windows OS.

As a solution to this, the major desktop operating systems came up with a new concept,
which Windows calls “Virtual Desktop” and Apple calls “Spaces”. The essence of these is
that the user can have several tables open simultaneously, such that they can easily switch
between them. On the other hand, users are only allowed to change the order of these
tables but cannot make any other layout changes (Figure 2).

Although this solution is much closer to the organization strategies that occur in reality,
it is still confined to the limits of 2D and can hardly communicate relative importance,
or the order in which tasks need to be carried out through, e.g., differences in the size of
individual content elements and their spatial arrangement.

Figure 2. The Windows virtual desktop and the Mac mission control and space view.

3.2. Three-Dimensional Interfaces

PC and console games have already demonstrated the importance of spatial layout
in processing, understanding, and recalling information. However, with the expansion of
non-gaming uses of virtual reality, the question of what purposes such applications should
serve has become even more relevant. Virtual reality mimics real life in many respects,
but its significant advantage is that it can enhance it in many ways to help users tackle
their everyday tasks. The Virtual Desktop VR application, introduced in 2016, offered
an intriguing solution to the aforementioned information and document visualization
and grouping issue by placing the user’s desktop within a fully immersive environment
(https://www.vrdesktop.net/ (accessed on 24 April 2023)). This allows the user to fully
utilize the available space, maximizing the sense of presence and accommodating more
windows on a larger surface, in a way similar to the setup shown on Figure 3.

https://www.vrdesktop.net/
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In 2021, Meta released the Horizon Workrooms virtual office and meeting room
application, which also works in immersive VR, and requires a headset, but is already
suitable for collaboration. One can even work in a shared virtual office with their colleagues,
thus facilitating cooperation during task-solving.

These solutions can already leverage the benefits provided by the virtual world by
showcasing content within the context of a 3D environment featuring 3D objects, which
can substantially aid user recall [41]. However, the head-mounted display itself presents
significant limitations, such as inducing motion sickness in a considerable number of
individuals, having a short battery life, and still being relatively expensive.

Figure 3. Virtual desktop-like control panel as viewed on the Pico 4 headset. Source:
https://en.wikipedia.org/wiki/PICO_4 (accessed on 24 April 2023)—License: Creative Commons
Attribution-Share Alike 4.0 International.

The advantages offered by virtual reality, without the limitations of VR headsets,
are used by those applications that provide the opportunity to exchange information,
work, study, organize events, etc., using traditional 2D content in desktop VR. Spatial
(https://www.spatial.io/ (accessed on 24 April 2023)), a cooperative VR platform, al-
lows 2D content, including documents, images, and videos, to be imported into virtual
workspaces. In VRChat (https://hello.vrchat.com/ (accessed on 24 April 2023)), a social
VR platform, users can bring 2D content such as images and videos into their virtual
realm using the Media Player feature, while ENGAGE (https://engagevr.io/ (accessed
on 24 April 2023)) allows for importing videos, websites, and documents through the
WebBrowser feature. MaxWhere VR (https://maxwhere.com (accessed on 24 April 2023))
features smartboards that can be integrated into 3D spaces, capable of displaying any
content type that a Chrome browser would support (PDFs, images, videos, audio files, local
or remote web content).

https://en.wikipedia.org/wiki/PICO_4
https://www.spatial.io/
https://hello.vrchat.com/
https://engagevr.io/
https://maxwhere.com
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The effectiveness of such type of VR applications compared to 2D applications has
been examined from many aspects in the past years. Significant results in past studies
have highlighted the ability of desktop VR to reduce cognitive burden [42–45] and improve
information recall [46,47]. Desktop virtual realities also enhance digital information and
content management [48–51] and can help the user with digital guidance solutions [52,53].

4. Free Spatial Arrangement Study

As discussed in the literature review, it has been shown in recent years that tradi-
tional 2D systems are beginning to outgrow the amount of information that humans and
machines interact with. Three-dimensional systems have a much greater potential for
information exchange and can serve increasing human needs. With increasing information
pressure, users often prefer digital environments that allow them to increase the clarity
of relationships among digital content and enable them to organize their content into
groups not only hierarchically but also in a workflow-based order, and in persistent ways.
Although platforms that enable this are increasingly available, in general, little guidance
is provided to users as to how they might want to lay out their content in the 3D space.
In particular, how real-life physical experiences and preferences influence users’ preferred
choice of layout is not well understood, and as a result, they are rarely articulated through
the design choices based on which 3D environments are created. In the study detailed in
this section, we aim to fill in this gap.

Key questions of this study include: Do the layout conventions that users are accus-
tomed to—based on their frequency of occurrence in real life—also manifest in virtual
spaces? Are there differences in terms of the size in which users prefer to display content in
VR, depending on the type of content (e.g., text-based, image or audio–visual), depending
on the subject matter (with content focusing on the same topics go together), or depending
on the geometry of the 3D space (such that e.g., text-based documents are placed on tables,
while videos are placed on vertical surfaces)?

For example, if real-world physical environments are anything to go by, one might
expect that:

• Videos would preferably be placed on large-sized screens, TV sets, or monitors, which
are mostly vertical surfaces;

• PDF files would preferably either be placed on computer screens or on horizontal, flat
surfaces such as tables—perhaps depending on the age group of the user, i.e., whether
they conceive of PDF files as being consumed on electronic devices or as being closer
to physical, printed documents

• PPT files would preferably be placed on large screens, as they are consumed on
personal computers

• Images would preferably be placed on vertical, or close to vertically inclined surfaces,
as pictures in real life are often hung on walls or placed on furniture.

While the above arrangements may seem reasonable from the starting point of physical
reality, it is also possible that users may choose to exploit qualities of 3D virtual reality that
result in the arrangement of content being less tethered to such physical metaphors. To find
out which is the case and what kinds of novel interaction patterns users might choose to
employ (if any), we carried out the experiment described in this section.

4.1. Experimental Design

To observe possible regularities based on which users prefer to organize their dig-
ital content in virtual environments, we created a 3D space in which participants were
free to arrange a partially pre-defined set of digital documents, which they could freely
complement with further materials of their choosing.

To carry out the experiment, we used a space in MaxWhere VR called “Ph.D. Student
Room”. Once the test subjects familiarized themselves with the basic use of the platform and
the architecture of the space, we gave them a set of “recommended” documents consisting of
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five images, three PDF files, three video files, and two PowerPoint files containing content
on technology-related topics, mostly—but not exclusively—about augmented reality and
virtual reality. The task was for subjects to arrange parts or all of this recommended content,
along with other potential content they could freely choose from the Web, into the 3D space.

Our goal in allowing such a degree of freedom was to create an ecologically valid
scenario, mimicking use cases where users could specify the content of their own 3D virtual
space. In addition, the selection of recommended content on the topics of augmented reality
and virtual reality was a natural choice, given that the experiment was carried out in a
technological (VR) environment; in addition, the number of content elements were selected
such that they would be not too large in number as to be difficult to grasp for users, while
not too few in number, as to be insufficient for providing an overview of the topic at hand.
At the same time, we emphasized to test subjects that these were merely recommended
and not compulsory materials; hence, subjects’ choice of content—including their topic,
layout and size—was not limited in any significant way.

Following the experiment, we analyzed the quantity, relative size, and spatial co-
hesiveness of the different document types. In terms of cohesiveness, we were curious
to learn whether the organizing principle chosen by subjects was centered around the
document types (e.g., images separately, PDFs separately, audio–visual content separately),
around subject matter (content types on the same topic go together) or around 3D context
(e.g., videos placed on monitors, PDFs placed on flat surfaces such as tables).

4.2. Key Hypotheses

Before conducting our experiment, we formulated the following key hypotheses:

1. There is a difference in terms of the frequency with which test subjects prefer to add
different content types to their spaces.

2. There is a difference in terms of the size in which subjects prefer to display various
content types.

3. For at least some types of content, an interaction of the content type with certain 3D
object types can be observed.

4.3. Materials and Methods

To carry out the experiment, we used the MaxWhere VR platform. MaxWhere is a
desktop virtual reality platform that provides interactive 3D spaces capable of integrating
not only 3D, but also 2D content (including PDFs, videos, images, and Web URLs organized
into so-called smartboards in MaxWhere terminology). Depending on the configuration
of any given space, some or all of its users are allowed to add or remove 2D content,
as well as to modify the location, orientation and size of 2D content using the so-called
“smartboard editor” feature. For more information, visit: https://www.maxwhere.com
( accessed on 24 April 2023).

The virtual space used in the experiment was the so-called “Ph.D. Student Room” (Figure 4).
The space is an open construction on an island of sand surrounded by water. The building
has two floors. On the ground floor, there are three interconnected rooms, with either no walls,
or transparent (glass) walls between them, as follows:

• The first of the three rooms has the appearance of a workroom, with a desk, a chair,
and three monitors on the desk, as well as a projection screen and a large whiteboard.

• The adjacent lounge area has a few chairs with a coffee table and a large display on
the wall.

• The last room looks like a meeting room or information center, with a large table that
can be divided into 6 smaller sections. Each of the smaller sections has a chair and a
table with a document holder placed on it and tilted at 45 degrees. On the wall, as in
the workroom, there is a whiteboard.

https://www.maxwhere.com
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Figure 4. Empty version of “Ph.D. Student Room” space used for the purposes of the experiment.

On the upper floor, there is a large open terrace and a semi-open exhibition space on
one side of the room, with five frames hanging from the ceiling.

At the beginning of the experiment, the virtual space did not contain any smartboards,
all of them had to be placed in the space by the participant. The recommended documents
given to the test subjects included five images, three PDF files, three videos, and two
PowerPoint files, with the following content:

• Three PDFs:

– Çöltekin, A. et al. (2020). “Extended reality in spatial sciences: A review of research
challenges and future directions”. ISPRS International Journal of Geo-Information,
9(7), 439;

– Jung, T. et al. (2016). “Effects of virtual reality and augmented reality on visitor
experiences in museum”. In Information and Communication Technologies in
Tourism 2016: Proceedings of the International Conference in Bilbao, Spain, 2–5,
February 2016 (pp. 621–635). Springer International Publishing;

– Morimoto, T. et al. (2022). “XR (extended reality: virtual reality, augmented reality,
mixed reality) technology in spine medicine: status quo and quo vadis”. Journal of
Clinical Medicine, 11(2), 470

• Two PPTs:

– Future of Technology (from Canva templates);
– Future of communications (from Canva templates);

• Three videos:

– https://www.youtube.com/watch?v=I-EIVlHvHRM&t=1s&ab_channel=WIRE
D (accessed on 24 April 2023);

– https://www.youtube.com/watch?v=WXuK6gekU1Y&ab_channel=DeepMind
(accessed on 24 April 2023);

– https://www.youtube.com/watch?v=XLP4YTpUpBI&t=9s&ab_channel=Simpli
learn (accessed on 24 April 2023)

• Five images: shown in Figure 5.

When solving the tasks, these materials were not presented to the subjects as manda-
tory items, but only as recommended content or a baseline. They could be varied with
other complementary web and local digital content and could be discarded if not deemed
necessary for the presentation of the topic, which focused on virtual reality, augmented
reality, and mixed reality, but also included some tutorials on the use of artificial intelligence.
All of the materials distributed were English-language materials.

https://www.youtube.com/watch?v=I-EIVlHvHRM&t=1s&ab_channel=WIRED
https://www.youtube.com/watch?v=I-EIVlHvHRM&t=1s&ab_channel=WIRED
https://www.youtube.com/watch?v=WXuK6gekU1Y&ab_channel=DeepMind
https://www.youtube.com/watch?v=XLP4YTpUpBI&t=9s&ab_channel=Simplilearn
https://www.youtube.com/watch?v=XLP4YTpUpBI&t=9s&ab_channel=Simplilearn
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Figure 5. Five images included in the set of recommended content.

4.4. Subjects and Preliminaries

A total of 32 subjects participated in the research voluntarily, with a gender split
of 16 men and 16 women. The mean age was 28.594 (SD: 9.462). All participants were
neurotypical English speakers and spoke English at least at an intermediate (B2) level.
Thirty-one test subjects were native Hungarian speakers, and one test subject was a native
Arabic speaker. All participants had 3D experience, through practice using the MaxWhere
software (version 7.0.1) itself as well as in many cases from 3D games. Before the experiment,
the MaxWhere platform was introduced to the test subjects, and it was made sure that they
were comfortable using MaxWhere spaces prior to having them complete the main task.
All of the data collected during the experiment were anonymized and used exclusively as
input to the statistical analyses detailed in later parts of this paper.

4.5. Procedure

The measurement was carried out in MaxWhere, which was used either in face-to-face
meetings or online by the subjects. In each case, a detailed presentation of the virtual space
was given, with several resources provided to the participants.

In the first step, the experimenter demonstrated the virtual space, either in per-
son, or via screen sharing. The experimenter also presented to subjects the task they
needed to carry out, along with a video and photographs of the empty virtual space.
The recommended documents were also presented in detail, together with a description of
their content.

In a second step, participants went through a free layout creation exercise, where
they had to choose any variety of 2D content they wanted, whether from the provided
recommended documents, from the Web or from their own device. In all cases, test subjects
were asked to remain within the same topics: virtual reality, artificial intelligence and their
possibilities for collaboration. Participants were free to place the materials anywhere in the
space; there were no restrictions on the number, position, orientation, or size of the content.
There was also no time limit for carrying out the task.

To save the content, everyone created a separate project for themselves with a random
nickname to ensure anonymity.

Once the content was arranged and saved, the data could be retrieved by the experi-
menter for further analysis.

4.6. Results

In this section, we provide an analysis of the recorded data from various angles.
Thirty-two participants’ preferences were measured in a free layout creation task,

where they were able to display in a predefined virtual space as much content as they
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wanted from different content types. The list of possible content types included PDF files,
videos, images, PowerPoint files, or any other Web-based content.

4.6.1. Frequency of Content Types

Figures 6 and 7 show the results of a repeated measures ANOVA, which points to
the conclusion that the number of instances in which the content types were displayed
in the case of the different test subjects was significantly affected by the content types,
F(2.98, 92.89) = 11.587, p < 0.000. Since Mauchley’s test of sphericity was violated,
the Greenhouse–Geisser correction was used. The Eta squared effect size ( η2 = 0.272) also
indicates that the effect of the type on the number of times each of the content types were
employed was substantial.

According to the pairwise comparisons, PDF documents were used significantly
more often than PowerPoint files or any other Web-based content, and images were used
significantly more often than PDF documents, PowerPoint files or any other Web-based
content (Figure 6).

Figure 6. Descriptive statistics of the repeated measures ANOVA—number of content types.

Figure 7. Pairwise comparisons of the repeated measures ANOVA in the number of content types.

Figure 8 shows the distribution of the frequency of content types using a bar chart.



Electronics 2023, 12, 2078 12 of 19

Figure 8. The total number of times each given content type was used. We note that although in
total, video content was added to the spaces as often as PDF files, the variance among users was such
that only the distribution of the use of PDF files was statistically significantly greater than those of
PowerPoint files, and Web-based content.

4.6.2. Scale of Content Types

Within the same research design, the preferred size of each content type was also
analyzed. The content types were the same: PDF files, videos, images, PowerPoint files,
and any other Web-based content. To compute the scale, we multiplied together the length
(in centimeters) of the horizontal and vertical axes of the corresponding smartboards.
Descriptive statistics of smartboard sizes can be seen in Figure 9.

Results of a repeated measures ANOVA show that the size of the displayed content
from one group was significantly affected by the type of the group, F(2.98, 92.89) = 11.587,
p < 0.000. Since Mauchley’s test of sphericity was violated, the Greenhouse–Geisser
correction was used. The Eta squared effect size ( η2 = 0.272) also indicates that the effect
of the type of content on smartboard size was substantial.

According to the pairwise comparisons, videos, images, and PowerPoint documents
were displayed at a significantly larger size than PDF files and Web-based content; however,
there were no significant differences between the former three types (Figure 10). We note
that in cases where a test subject did not add a certain type of file format to their project
at all, we set the size for that content type to the average of the sizes specified by all other
test subjects. This was necessary to ensure that the number of samples was the same in all
cases—a prerequisite for the ANOVA analysis.

Figure 9. Descriptive statistics of the repeated measures ANOVA—the size of the different con-
tent types.
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Figure 10. Pairwise comparisons of the repeated measures ANOVA size of the different content types.

4.6.3. Relationships among Dimensions of Content Type, Content Subject, and 3D Context

Based on an analysis of the projects created by the test subjects, a preference between
given content type and spatial object was observed in many cases.

As shown in Figure 11, the projector screen inside the space was used to display video
and PowerPoint content three times as often as any of the other predefined types. Equally,
the frames hanging from the ceiling were used to hold images much more often than any
other type of content.

Figure 11. The total number of document types used in different 3D contexts.

At the same time, our analysis also showed preferences among spatial objects as
receptacles for smartboards in general. Thus, test subjects attached content (in general)
more often to spatial objects such as tables, monitors, and projector screens than to any
other type of object, including the wall itself.

Based on this observation, we distinguished between “object-dependent” and “object-free”
placement of smartboards—with the latter referring to walls or other surfaces with no stan-
dalone existence—and characterized users based on their preference (in general) for one or the
other category. Object-dependent users placed all or most of their content in close proximity
to spatial objects (projector screen, monitors, display boards with standalone existence) inside
the building, while object-free users placed most or all of their content on walls (often outside
of the building) and sometimes even in mid-air.
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Figure 12 shows that the split was relatively even among users in the object-dependent/
object-free dimension. Figure 13 shows 7 examples object-dependent and object-independent
locations in the space.

Figure 12. The distribution of spatial object-dependent and spatial object-free users.

Figure 13. Examples of object-dependent and object-free locations within the 3D space. The first
three examples in the top row and the first two in the bottom row are examples of hanging frames,
monitors, and projector screens, which are 3D objects with a “standalone existence”. The walls on the
inside and outside of the building with no descriptive features qualify as object-free locations.

Finally, we examined the patterns with which users preferred to arrange the content,
and identified three alternatives:

• In the “content case”, content types that had a similar subject matter were most likely
to be arranged in clusters, in close proximity to each other;

• In the “type case”, similar content types were most likely to be arranged in clusters,
close to each other;

• Finally, in the “mixed case”, a combination of these two approaches was used.

Figure 14 shows the number of users, out of the 32, belonging to each of the three categories.
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Figure 14. Distribution of users among the “content”, “type” and “mixed” content arrangement
categories. “Content” users created smartboard clusters with content about the same or similar subject
matter. “Type” users created smartboard clusters such that different file formats were clustered
together. “Mixed” users employed a combination of these strategies.

5. Discussion

Based on the results, we return to our original hypotheses to determine whether or
not they were confirmed.

5.1. Differences in Terms of the Relative Frequency of Content Types

The results obtained from the experiment supported the hypothesis according to
which a significant difference would be detected in the occurrence of certain content types
within any given project.

The task of the participants was to present a topic in a 3D desktop virtual space,
for which they could use a pre-designed virtual space and fill it freely with digital content.
We defined five types of content: PDF files, videos, images, PowerPoint files, and Web-
based URLs. We gave the participants sample content from each of these types, which they
could use if they wanted, but this was not mandatory, i.e., they could search for their own
content as well and display it in the space.

The analysis of the data showed that significantly more images were laid out in the
virtual space than PDF files, PowerPoint files, or Web content; however, the difference
between video content and images was not significant, as both were displayed in high
numbers in the space.

The second most common type of content was PDF files, which were also added to
the space significantly more often than PowerPoint files or Web content.

The prevalence of images can be explained, on the one hand, by the use of non-
figurative images that served to “decorate” the plain concrete building—a behavior that
was observed in multiple cases. At the same time, audio–visual content is often perceived
as easier for laypeople to consume, which may also be an explaining factor for the relative
popularity of images.

To determine whether the proportion of the information grouping preferences was
equal between the three groups (content, type, mixed) a chi-square goodness of fit test was
performed. The proportion differed by the users’ preferences (X2 = 7750, df = 2, p = 0.021).

5.2. Differences in Terms of the Relative Size of Content Types

Differences in the display sizes generally utilized for each of the content types also
showed a significant result in the case of certain content types, which confirmed our
second hypothesis.

In particular, PDF files and Web-based content were significantly smaller in size,
overall, than the sizes of smartboards containing images, videos, and PowerPoint files.
At the same time, no significant differences could be detected between the sizes of the latter
three types of content.
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These results support the assumption that users’ preferences for content display in
the virtual world reflects to a large degree the patterns existing in real life. In the case of
videos, PPTs and images, we are usually used to the fact that these content types appear in
front of us in a very large size, and their interpretability, richness of detail, and immersion
in their content come into play when their size is large enough.

In our research, we saw a confirmation of this. Importantly, even though the size of the
space was limited and one of the most common content types added to the space was video
content, ample space was still dedicated by the test subjects to smartboards displaying
such content.

In the case of PDFs and Web content, we assume that users are accustomed to reading
and interpreting such content on smaller devices. These are typically text-based documents
that rarely appear on large surfaces in real life.

5.3. Interactions between Subject Matter, Content Type and 3D Context

Perhaps the most interesting hypothesis in this paper is our third hypothesis, stating
that for at least some types of content, an interaction of the content type with certain 3D
object types would be observed.

We were able to confirm this hypothesis, with room for some interesting observations.
Several salient spatial objects were present in the 3D space we used for this exper-

iment. In an overwhelming majority of cases, content that was semantically linked to
the object type was placed on any given object, whether they were, e.g., monitors (PDF
files, Web-based content), projection screens (videos, PPT files), tilted screens (PDF files,
videos), or vertical boards/panels (images). The most prominent of these was the projector
projection screen, of which two were available in the space. In a significant proportion of
cases, either a video or PowerPoint file was added to the screen.

This also confirms the previously described theory, according to which, during the
free furnishing of the virtual space, if there are spatial elements well known to the users,
then the virtual space is arranged based on their own experiences in real life. Since this
type of content is usually displayed on these projectors in reality as well, our assumption is
confirmed. On the monitor placed on the virtual desk, PDF-type, textual content appeared
more than twice as often as anything else, and almost only images appeared on the ex-
ternal wall of the building, whereas the occurrence of other content is negligible on this
latter surface.

A further highly notable aspect of the study pertains to the placement and orientation
of content within the virtual environment. Despite the availability of horizontal surfaces for
users to position the content, not a single instance of this occurred among the numerous con-
tent placements. Each user opted to place their content vertically or, in accordance with the
spatial elements provided, at an approximate 45-degree angle. This can likely be attributed
to the fact that, even in our everyday lives, we seldom position informational content on
horizontal surfaces. The possibilities afforded by virtual environments can enhance the
fulfillment of needs that are challenging to achieve in the physical world, such as a sizable
board on which one can freely arrange content vertically to facilitate a clearer understanding
of both the content itself and the relationships among the various components.

Finally, our prior research was corroborated [45], as the majority of users indepen-
dently categorized the boards and their associated content into groups without any explicit
guidance. This was performed to enhance the visibility of the topic presented and to
ensure that adjacent documents provided supplementary information to the observer.
Moreover, in six instances, users organized content based on the type of documents
(e.g., video, PowerPoint) rather than their subject matter. Participants in the third, most-
preferred group typically arranged the documents spatially according to content, yet within
each specific area, the primary organizing principle was the type of content.

In addition to the findings, the study suggests key insights based on which a general
design principle can be formulated to provide users with increased freedom in virtual
reality while mitigating the restrictions commonly faced in real life. Specifically, if users are
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unable to freely modify the type and number of spatial elements, such as tables, monitors,
or projection screens, they may encounter limitations that hinder the flexible organization
of content.

This was evident in the study as participants showed a preference for content-oriented
arrangements, whereas the ample availability of tables and monitor screens often caused them
to gravitate toward content-type-specific usage. Moreover, the inherent size and orientation
of such objects imposed constraints on the location and quantity (i.e., spatial distribution) of
content elements, leading to sub-optimal solutions when there were an insufficient number of
suitable objects available, or when there was insufficient room in their surroundings, making
it challenging to place other types of content nearby. Conversely, when a large billboard
was mounted on a wall, participants were often able to utilize the space more freely and
accommodate a wider variety of content types.

Based on these observations, a tradeoff exists between the utilization of concrete,
semantically charged objects and the availability of adaptable space. When incorporating
semantically charged objects, it is advisable to ensure sufficient surrounding space to
allow for the free arrangement of content types that differ from those dictated by the
objects themselves.

6. Conclusions

In this paper, we examined how users prefer to arrange digital content in 3D virtual
environments when given a free hand in creating their own content layouts, depending on
the subject matter, the format of the content (e.g., text-based, image, or audio–visual) and
the 3D objects within the space.

Results have demonstrated that in keeping with 3D spatial metaphors in physical
reality, users most often aim to group together content elements that pertain to the same
subject matter, prefer to combine written documents with audio–visual content, and have
definite preferences in terms of the sizes of different content types, to the advantage of
audiovisual content and presentations, which were more likely to be presented on larger
displays. At the same time, the experiment also demonstrated that in some ways, users
also expect to surpass the limitations of physical reality in VR. As a case in point, we have
uncovered a certain tension between the availability of semantically loaded 3D objects,
which entail a certain kind of functionality, and the spatial constraints or limitations any
specific arrangement of such objects can engender. Thus, we have formulated a general
principle, recommending that spaces be designed such that they provide ample space
surrounding such “semantically charged” objects for the incorporation of a variety of
content modalities.

The findings of this study can serve as a guide for the development of future virtual
spaces, by offering principles by which spatial objects can be designed and arranged to
better suit subsequently created layouts of 2D content, as well as by supporting the creation
of such layouts in a more principled way. The operation of future innovative solutions that
leverage artificial intelligence capabilities, offering users automated content organization
and document structure, can also be informed at least in part by this research. Moving
forward, it would be beneficial to expand the research to include a larger number of subjects
and assess the differences between the document types examined here, their size, and their
relationship with spatial elements in a broader range of virtual spaces and through a
broader range of (immersive, non-immersive) modalities. This can be expected to offer a
more refined picture of the scope of the principles identified in this work.
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