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Abstract: Time series forecasting has been performed for decades in both science and industry. The
forecasting models have evolved steadily over time. Statistical methods have been used for many
years and were later complemented by neural network approaches. Currently, hybrid approaches
are increasingly presented, aiming to combine both methods’ advantages. These hybrid forecasting
methods could lead to more accurate predictions and enhance and improve visual analytics systems
for making decisions or for supporting the decision-making process. In this work, we conducted
a systematic literature review using the PRISMA methodology and investigated various hybrid
forecasting approaches in detail. The exact procedure for searching and filtering and the databases in
which we performed the search were documented and supplemented by a PRISMA flow chart. From a
total of 1435 results, we included 21 works in this review through various filtering steps and exclusion
criteria. We examined these works in detail and collected the quality of the prediction results. We
summarized the error values in a table to investigate whether hybrid forecasting approaches deliver
better results. We concluded that all investigated hybrid forecasting methods perform better than
individual ones. Based on the results of the PRISMA study, the possible applications of hybrid
prediction approaches in visual analytics systems for decision making are discussed and illustrated
using an exemplary visualization.

Keywords: hybrid forecasting methods; systematic review; PRISMA statement; visual analytics;
decision making

1. Introduction

Time series forecasting is a key component used in various fields to predict future
events and identify trends. Common use cases include the prediction of stock prices [1],
electrical loads [2,3], or tourist numbers [4]. Other domains in which predictions play an im-
portant role are, e.g., environmental research [5], mobility research [6], and healthcare [7,8].
The forecasting models have evolved steadily over time. Early methods for time series
prediction relied on purely statistical procedures such as regression analyses [9–11]. These
statistical methods work well for data with linear relationships. For nonlinear data, artificial
intelligence models, especially neural networks, have been established [1–3]. Recently,
hybrid methods that combine statistical methods with deep learning approaches have
been developed to make more accurate predictions [4,12,13]. Before applying hybrid fore-
casting methods, the data can be divided into different components. “Wavelet transform”
functions such as “discrete wavelet transform” (DWT) can be used [14–16] to divide the
data into linear and nonlinear components [17]. Various evaluation methods can be used
to measure the quality of forecast results. Metrics such as root mean square error (RMSE)
and mean absolute percentage error (MAPE) are measured frequently. Per definition, visual
analytics is the combination of automated analysis methods and interactive visualizations
that enables analytical reasoning [18–20] and supports the decision-making processes in
various domains [21] for a variety of tasks [22,23]. Decision making often depends on the
temporal component of data and the progressions and trends within them [24]. Therefore,
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the most accurate possible prediction of temporal sequences plays a crucial role in visual
analytics systems. The recently emerged hybrid forecasting approaches can potentially
integrate valid predictions into visual analytics systems. These approaches could make an
important contribution to the quality of the decision-making process.

Although hybrid forecasting methods make up a large part of the publications on
forecasting techniques, there is currently no systematic review and analysis of the quality
of different hybrid approaches compared to their corresponding individual models. This
fact leads us to analyze in this systematic review reports on hybrid forecasting methods
that have measured the quality of the individual statistical models and the neural networks,
as well as that of their hybrid approach. To identify the relevant literature in this area, we
use the established methodology according to PRISMA for this review, which has emerged
in the BMC research but is also increasingly applied in computer science [25] and other
domains to analyze literature in a structured and systematic way.

According to PRISMA, this systematic literature review aims to determine whether
hybrid approaches provide better prediction results than their corresponding individual
models. Based on the results of the PRISMA study, future applications of these hybrid
approaches in visual analytics systems for decision making are considered.

Our procedure for conducting the PRISMA study in this work is structured as follows.
At the beginning of our work, we first present our methodology, including our search
strategy and the associated databases. Using the PRISMA flow graph created for this
systematic literature search, we present the individual filtering steps and the inclusion and
exclusion criteria. Subsequently, we present the papers included in the review. For this
purpose, we have divided the papers into five subcategories. We present each paper
individually and briefly explain its goals, underlying data, proposed hybrid prediction
approach, and evaluation results they scored for their corresponding individual models
and the hybrid approach. In the following discussion, the results of the PRISMA study
are summarized, and the evaluation scores are presented in a table. Furthermore, in the
second part of the discussion, the application of hybrid forecasting approaches in visual
analytics is discussed based on an exemplary visualization. Finally, a summary is drawn.
Our main contribution is the systematic review of hybrid prediction approaches with their
corresponding error values that can be used in decision support systems, particularly in
visual analytics.

2. Methods

The following literature review follows the established PRISMA methodology. To iden-
tify the most accurate studies, it is necessary to establish the research objectives, define
adequate search terms, and select suitable databases.

The research objective of the following systematic literature review is the investigation
of hybrid methods, combining statistical methods and neural networks, for time series
forecasting concerning prediction accuracy. We focused on the two metrics root mean
squared error (RMSE) and mean absolute percentage error (MAPE) to evaluate the quality of
the investigated works. These two metrics provide information on prediction accuracy and
are frequently specified by authors to measure prediction quality.
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where yt is the actual value, ŷt is the predicted value, and n is the number of forecast
values. These metrics are error rates; thus, a lower RMSE or MAPE result represents a more
accurate prediction.
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In order to identify all relevant works, it was first necessary to identify all meaning-
ful keywords. These keywords also include the various statistical methods and neural
networks used in the context of hybrid forecasting, since it cannot be assumed that all
authors declare their prediction approach as hybrid. ARIMA appeared as a frequently
used statistical method. Therefore, we have approved ARIMA and all derivatives such as
SARIMA. In the field of forecasting through artificial intelligence methods, LSTM-, RNN-,
CNN-, GNN-, and ANN-networks could be identified.

We performed our review in the following three single source databases:

• IEEE (through the IEEE Xplore platform);
• Elsevier (through the ScienceDirect platform);
• ACM (through ACM Digital Library).

These single-source databases were complemented by a multi-database search on
the platform “Web of Science”, allowing for simultaneous searching of databases such
as Springer Nature, Wiley Online Library, Emerald, MDPI, Hindawi, Tech Science Press,
Cambridge University Press, JAPS, TandFO, and World Scientific. We chose these databases
to cover as many studies as possible while minimizing the number of duplicates. The search
was limited to English and publications dating from 2019 to 2022 to have the latest and
most performing models since things are evolving rapidly in these fields. Table 1 presents
the specific search queries.

Table 1. Table of search queries and filters applied to the different databases.

Database Query Additional Filters

IEEE Xplore

(“All Metadata”: “Time Series” Forecast*) AND (“Abstract”:
ARIMA OR “Abstract”: SARIMA OR “Abstract”: ARIMAX
OR “Abstract”: ARMA OR “Abstract”: autoregressive OR
“Abstract”: moving-average) AND (“Abstract”: LSTM OR
“Abstract”: RNN OR “Abstract”: CNN OR
“Abstract”: “Neural Network”)

Years: 2019–2022
Language: English

ACM Digital Library

((All: “time series”) OR (All: forecast*)) AND ((Abstract: arima)
OR (Abstract: sarima) OR (Abstract: arimax) OR (Abstract: arma)
OR (Abstract: autoregressive) OR (Abstract: moving-average))
AND ((Abstract: lstm) OR (Abstract: rnn) OR (Abstract: cnn)
OR (Abstract: “neural network”))

Years: 2019–2022

Science Direct

(Forecasting OR Prediction) AND “Time Series” AND
Title, abstract or author-specified keywords:(arima OR sarima
OR arimax OR autoregressive OR moving average) AND
(lstm OR rnn OR cnn OR “neural network”)

Web of Science
(Forecasting OR Prediction) AND “Time Series” AND
Abstract:(arima OR sarima OR arimax OR autoregressive OR
moving-average) AND (lstm OR rnn OR cnn OR “neural network”)

2019–2022

As summarized in Figure 1, a total of 1435 records were identified from the different
databases. A total of 176 duplicates were detected and removed using Citavi. Three inde-
pendent researchers conducted the screening process. Through title and abstract screening,
960 records were excluded, and 475 reports remained. These 475 reports were filtered based
on various inclusion and exclusion criteria. Works that were critical or borderline quality
were discussed by three independent researchers in detail, and a joint decision was made.
We included reports comparing their proposed hybrid models with each other and with
the individual models. We also included reports that presented a hybrid model between a
statistical model and a neural network, such as ARIMA-LSTM, but not corresponding to
an autoregressive neural network (NAR). We excluded reports that proposed no hybrid
models, hybrid statistical models, single neural networks, or autoregressive neural net-
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works. Moreover, at least RMSE or MAPE had to be calculated and specified in the reports.
Some reports could not be reported because the results were only presented graphically
or due to a lack of precision in the methods used. Finally, only the models implemented
separately in several studies were selected to avoid confirmation bias on single samples.
As the research did not include tests on comparable populations or even data, no risk of
bias was assessed. Because the data from each study inevitably produce widely varying
results, only the most important conclusions were considered in this review. In addition,
according to PRISMA guidelines, risk of bias is required mainly for BMC domains, but only
in certain circumstances in informatics. At last, 21 reports were selected to be included in
the review for further investigation. Data regarding the quality of the forecasting models
were extracted from the reports by three independent scientists and then cross-checked to
ensure quality.

Figure 1. PRISMA flow chart showing the filtered results for each filter step according to [26].

3. Results

In the following, the works included in the review are briefly summarized, and the
results are presented regarding RMSE and MAPE scores. The results were rounded to
a maximum of five decimal places. The included reports can be roughly divided into
five groups. The first group is hybrid approaches that use ARIMA and LSTM [27–31].
In the second group are approaches that use SARIMA and LSTM [4,5,32]. SARIMA is
an extension of the ARIMA model, which also considers seasonality. In the fourth group
of studies, models using neural networks more rarely implemented than LSTM were
studied [7,8,33–35]. In this group are works that combined ARIMA with back propaga-
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tion neural networks (BPNN) [33–35] or works that combined ARIMA with generalized
regression neural networks (GRNN) [7,8]. In the last group are models that include wavelet
transform decomposition that allows for the separation of linear and nonlinear parts of a
temporal series a priori to the actual forecasting [8,36–38].

3.1. Hybrid Approaches Combining ARIMA and LSTM

Temur et al. predicted housing sales in Turkey using ARIMA, LSTM, and a hybrid ap-
proach combining both [27]. According to Temur et al., their work bridges a gap, as studies
conducted in Turkey and other countries increasingly focus on house prices. They used
a 124-month data set ranging from 2008 to 2018. Their individual ARIMA model (RMSE:
16.745/MAPE: 0.121) performed better than their LSTM model (RMSE: 21.757/MAPE:
0.150). Their ARIMA-LSTM model (RMSE: 13.252/MAPE: 0.072) outperformed both indi-
vidual models [27]. In another work, Temur et al. [29] proposed a hybrid approach using
ARIMA and LSTM to estimate a monthly sales quantity budget [29]. They stated that
they used ARIMA as a linear model, an LSTM RNN as a nonlinear model, and a hybrid
ARIMA-LSTM model, which was, according to them, to improve the system’s performance.
They stated that their hybrid model (RMSE: 685.570/MAPE: 0.133) gave lower errors in
comparison to their single ARIMA model (RMSE: 871.961/MAPE: 0.254) and their single
LSTM model (RMSE: 813.579/MAPE: 0.245) [29]. Li et al. proposed an approach to predict
soil temperatures [30]. Their work states that predicting soil temperatures is a crucial topic
in Earth sciences. The data contain temporal and spatial variations, which multiple factors
affect. They propose a special hybrid approach that integrates ARIMA directly into the
output layer of a multichannel long short-term memory model (LSTM) to characterize the
deterministic part and the stochastic component [30]. According to the authors, the inte-
gration aims to learn the features that occurred in a short-term pattern. They tested their
approach with half-hour data from two synoptic stations in Laegern and Fluehli in Switzer-
land. Li et al. stated that their hybrid model, the ARIMA-LSTM model (RMSE: 0.74359),
gave lower error rates in comparison to their single ARIMA model (RMSE: 0.96946) and
their single LSTM model (RMSE: 0.94749) [30]. Yu et al. proposed a hybrid ARIMA-LSTM
approach to predict persistent organic pollutant (POP) concentration [28]. According to
Yu et al., a persistent organic pollutant concentration sequence contains linear and nonlinear
components. They propose an intelligent data analysis system combining ARIMA and an
LSTM to analyze and predict the POPs concentrations in the Great Lakes region. Using mul-
tiple evaluation indicators, they evaluated their intelligent data analysis system with other
single baseline models. They stated that their system delivered the smallest MAE, RMSE,
and SMAPE values on all data sets. Moreover, they stated that their system could predict
the trends of concentration changes well, and the predicted values are closer to true values,
which prove that it can effectively improve the precision of prediction. They used their
system to predict the concentration values of sites in the Great Lakes region for the next five
years. According to them, their prediction presented a large fluctuation in concentrations
as a trend for each year, but the overall trend was decreasing. For their second test data set,
they had the lowest errors with their ARIMA model (RMSE: 48.686), LSTM model (RMSE:
23.193), and their hybrid model (RMSE: 14.726) [28]. Mailman and Arabaci predicted the
Canadian, American, and Australian dollar exchange rates and the British pound [31].
According to them, exchange rate data are very dynamic and nonlinear, making forecasting
those exchange rates very difficult. They applied a total of ten different single models.
Their hybrid ARIMA-LSTM approach delivered the best results (RMSE: 0.0143/MAPE:
0.204). Aside from their ARIMA model (RMSE: 0.02223/MAPE: 0.487) and their LSTM
model (RMSE: 0.0155/MAPE: 0.241), they also tested MLP (RMSE: 0.01856/MAPE: 0.259),
which outperformed the ARIMA model but not the LSTM model [31].

3.2. Hybrid Approaches Combining SARIMA and LSTM

Sun et al. focused their work on predicting the global average sea level [5]. They stated
that sea level variations often contain linear and nonlinear characteristics, making it hard
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to predict them with a single model. They stated that SARIMA is suitable for the linear
characteristics of their data but not for the nonlinear part of the data. To tackle this problem,
they proposed an approach to decompose the data into trend, seasonal, and random terms.
They achieved good results for their SARIMA model (RMSE: 1.667/MAPE: 1.236) and
their LSTM model (RMSE: 1.718/MAPE: 1.251), and the most promising results for their
hybrid SARIMA-LSTM (RMSE: 1.155/MAPE: 0.837) approach [5]. Peirano et al. proposed
an approach for inflation forecasting, which according to them, has been and continues
to be an important issue for global economies [32]. For that cause, monitoring inflation
indicators to make national decisions and policies is a crucial task. For the planning of
strategic national investments, inflation forecasts over longer periods are necessary [32].
A bad forecast of inflation can lead to significant economic difficulties. They propose a
hybrid SARIMA-LSTM model to forecast the inflation rate in emerging economies. They
stated that their hybrid SARIMA-LSTM model gave lower error rates (RMSE: 0.00272)
in comparison to their ARIMA model (RMSE: 0.00283) and their LSTM model (RMSE:
0.00553) [32]. Wu et al. proposed an approach to predict tourist demand [4]. According
to them, most other studies focused on data that are on a quarterly or monthly basis
forecast daily for tourist arrivals in Macau SAR in China. They achieved results of their
SARIMA model (RMSE: 2598.5/MAPE: 1.006) and their LSTM (RMSE: 3799.76/MAPE:
1.953), but the best scores were for their hybrid SARIMA-LSTM (RMSE: 2524.59/MAPE:
0.79565) approach. They also tested an ARIMA model (RMSE: 3070.28/MAPE: 1.320),
scoring worse than the SARIMA model [4].

3.3. Hybrid Approaches Combining ARIMA or SARIMA and an ANN

The next group of works combined ARIMA or SARIMA with ANNs [39–42]. Wang et al.
proposed an approach to forecast shale gas production in Texas and Pennsylvania [39]. They
state that forecasting the production in those two states can lead to better prediction results
for shale gas production in the United States. They used linear and nonlinear forecasting
methods to improve their forecasting accuracy. They developed two hybrid forecasting
techniques, namely the nonlinear metabolic grey model–Autoregressive Integrated Moving
Average Model (NMGM-ARIMA) and the Autoregressive Integrated Moving Average
Model–Artificial neural network (ARIMA-ANN). They used a data set of sixty samples to
test their forecasting techniques. As their ARIMA-ANN delivered more promising results
than their NMGM-ARIMA approach, only the ARIMA-ANN is considered in this review.
They achieved results for their ARIMA model (RMSE: 0.00685/MAPE: 2.78) and for their
ANN (RMSE: 0.00595/MAPE: 2.4), but the best scores were for their hybrid ARIMA-ANN
(RMSE: 0.0045/MAPE: 1.72) approach [39]. Belmahdi et al. proposed an ARIMA-ANN to
forecast daily global solar radiation (DGSR) based on data from three Moroccan cities [40].
They state that daily global solar radiation data are based on different meteorological param-
eters, which make them difficult to forecast. They measured the forecasting performance
of their ARIMA model and the ANN separately, as well as the performance of the hybrid
ARIMA-ANN. They achieved for their ARIMA model results of (RMSE: 950.42/MAPE:
64.848) and their ANN (RMSE: 772.28/MAPE: 52.583). They achieved the best results for
their hybrid ARIMA-ANN model (RMSE: 486.77/MAPE: 32.964) [40]. Azad et al. and
Yu et al. proposed SARIMA-ANN approaches [41,42]. Azad et al. proposed an approach to
predict water levels [41]. They state that predicting water levels is a different task because
of spatio-temporal changes. For their predictions, they used data derived from the Red
Hills Reservoir in India, where that reservoir is an important drinking and irrigation water
supplier. They achieved good results for their SARIMA model (RMSE: 891.994/MAPE:
79810.15) and their ANN model (RMSE: 806.062/MAPE: 66032.258). They achieved the best
results for their hybrid SARIMA-ANN (RMSE: 430.728/MAPE: 34323.06) approach [41].
Yu et al. proposed their hybrid approach for electricity load dynamics [42]. They state
that an accurate electric load forecast is possible due to its inherent seasonality and strict
periodicity. They tested their approach on different scenarios, such as seasons, holidays,
weekends, and extreme weather conditions. They achieved for their ARIMA model re-
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sults of (RMSE: 29.40/MAPE: 4.32) and for their ANN (RMSE: 36.00/MAPE: 5.20). They
achieved the lowest error score for their hybrid ARIMA-ANN (RMSE: 17.60/MAPE: 2.60)
approach [41].

3.4. Hybrid Approaches Combining ARIMA and BPNN or GRNN

Yu et al. [33] proposed an approach to forecasting clothing sales to ease the planning
process of clothing producers and sellers. They state that clothing sales data contain linear
and non-linear factors. They also state that, for this reason, single forecasting methods are
not ideal for these types of data. They achieved the best results on the linear factor of their
data with ARIMA (RMSE: 27.684) and the best results for the non-linear component with a
BPNN (RMSE: 15.503). Their proposed hybrid ARIMA-BPNN model had the lowest error,
with an RMSE of 12.543 [33]. Hadwan et al. proposed a rather general approach for time
series forecasting [35]. Their proposed method consists of three forecasting models. They
propose an ARIMA model and a back propagation neural network, which they state has
an adaptive slope and momentum parameters. The third model they tested is a hybrid
ARIMA-BPNN model, which is suitable for linear and non-linear modeling, according to
them. They tested their approach on two different data sets. The first data set contained
information about the consumer price index (CPI), which they used to predict indices of the
CPI. The second data set contained information on cancer patients in the Ibb Province in
Yemen, which they used to predict the expected number of cancer patients. They measured
the performance of both models using the metrics mean square error, mean absolute error,
root mean square error, and mean absolute percentage error. They achieved the best RMSE
values for their hybrid approach to the cancer data set. The ARIMA model had an RMSE of
1.252, and the BPNN model had an RMSE of 0.896. The best results delivered their hybrid
ARIMA-BPNN model with an RMSE of 0.453 [35]. Hua proposed a forecasting method
to predict the gross domestic product (GDP), which is, according to them, an important
indicator to evaluate the macroeconomic situation of a country or region and reflects the
economic health of a country [34]. According to them, information about GDP development
can be used to develop economic strategies and macroeconomic policies. They state that the
majority of current methods of forecasting the GDP are only considering linear methods.
Their proposed hybrid forecasting approach combines ARIMA and BPNN. The two singular
models’ predicted values were combined by taking an average of the weights to obtain
the predicted values for the linear part of their hybrid model. The predicted values for the
improved hybrid model were obtained by taking an average of the weighted residuals of
both singular models, predicting the non-linear residuals using BPNN, and then adding
the predicted values of the two parts together. Hua achieved for his ARIMA model (MAPE:
2.80) better results than for his single BPNN model (MAPE: 3.70) and the highest forecast
quality for his proposed hybrid ARIMA-BPNN (MAPE: 1.88) method [34]. Wang et al.
propose an approach for forecasting in the medical domain to increase disease prevention
concerning hemorrhagic fever with renal syndrome (HFRS), which is according to them,
a threat to public health in China [8]. They proposed a hybrid ARIMA-GRNN model. They
obtained slightly better results for their single ARIMA model (RMSE: 220.6269/MAPE:
21.02) than for their single GRNN (RMSE: 202.1684/MAPE: 19.20) and the best results for
their hybrid ARIMA-GRNN approach (RMSE: 196.4682/MAPE: 17.83). Wang et al. [8]
conclude that their approach could be used as a decision-making tool in the context of HFRS
prevention and control [8]. Li et al. also propose an approach in the medical domain [7].
They propose an approach to forecasting tuberculosis incidence based on data on the
incidences in Lianyungang City from January 2007 to June 2016. They propose a hybrid
approach using ARIMA and a GRNN model. Li et al. [7] achieved better results for their
hybrid ARIMA-GRNN model (RMSE: 0.2805/MAPE: 8.8797) than for their single ARIMA
model (RMSE: 0.2553/MAPE: 5.7222) in short-term tuberculosis incidence forecasting in the
Chinese population. Moreover, they highlighted that especially the fitting and forecasting
of the peak and trough of the incidence worked best with the hybrid approach [7].
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3.5. Hybrid Approaches Using Wavelet Transform Decomposition

Cheng et al. proposed an approach to forecasting ground-level ozone concentration,
which is very important, according to them, as ground-level ozone harms human health and
vegetation growth [36]. As a data set, they use information about the ground-level ozone
in ozone concentrations in Shenzhen. They tested various decomposition algorithms, data
sets, and factors. They state that wavelet transform is superior compared to other formulas
such as empirical mode decomposition (EMD), ensemble empirical mode decomposition
(EEMD), and complete ensemble empirical mode decomposition with adaptive noise
(CEEMDAN) in terms of performance in their case [36]. They propose their hybrid approach
as WD-LSTM-SVR. Their approach first decomposed the data into multiple dimensions
using wavelet decomposition (WD). They then trained and forecasted each layer of the
data with both LSTM and SVR. Their hybrid WD-LSTM-SVR approach provided better
results (RMSE: 4.7383/MAPE: 7.9348) than their single models. Their LSTM had an RMSE
of 12.2361 and a MAPE score of 23.2028 [36]. Wu et al. proposed a hybrid forecasting
approach for precipitation amounts and droughts of northern Chinese provinces using
monthly data over a long period from 1967 to 2017 for three stations [43]. Their proposed
method consists of combining ARIMA and LSTM through discrete wavelet transformation.
Their hybrid model achieved an RMSE of 0.06633 and MAPE of 0.51, outperforming
the RMSE and MAPE of their single ARMIA model (RMSE: 0.13342/MAPE: 0.72) and
their single LSTM model (RMSE: 0.07/MAPE: 0.56) [43]. Zhang et al. proposed WA-
ARMA-BP, a coupled model that combines autoregressive wavelet transform, ARMA,
and a BPNN to forecast groundwater depth using leave-one-out cross-validation (LOO-
CV) [37]. They use groundwater depth recordings from 1981 to 2021 of a district in the
northwest of China. The evaluation of the model took place through RMSE. Their hybrid
approach shows better results (RMSE: 0.0136) than their single ARMA model (RMSE: 0.05)
or single BPNN model (RMSE: 0.0797) [37]. Eua-Arporn et al. proposed EWT-ARIMA-
ANN using empirical wavelet transform combined with ARIMA, and an ANN [38]. A total
of four data sets (Sunspot, AQI, Gasoline, and CO2) were used to evaluate the models’
performance. The empirical wavelet transform disassembles the original data series into
subseries containing unique features at different frequency horizons. The EWT-ARIMA-
ANN approach reaches an RMSE of 13.966 while the single ARIMA reaches an RMSE of
17.385 and 18.561 for the single ANN [38].

4. Discussion

In the following discussion, we first discuss the results of the PRISMA study. We will
then discuss the potential of incorporating these hybrid forecasting techniques into visual
analytics systems for decision making.

4.1. Hybrid Forecasting Methods

In this PRISMA study, we considered and discussed in detail various implementations
of hybrid approaches to time series forecasting. Here, in some cases, very different ap-
proaches for very different data sets from completely different domains were chosen by the
authors for their predictions. The domains ranged from economy to environmental science
and medical topics. In the domain of economy, for example, inflation rates were predicted
using indices [32], exchange rates were predicted [31], or the GDP of a country was pre-
dicted [34]. Much of the work has made predictions in the area of the environment and
Rarth science. Among other things, there were predictions for soil temperature [30], persis-
tent organic pollutant (POP) concentrations [28], sea and water levels [5,41], groundwater
depths [37] or ground-level ozone concentrations [36]. In the medical domain, authors
proposed approaches to predict the incidences of diseases to prevent and control them [7,8].

Two more general approaches for forecasting were presented by Hadwan et al.,
and they were applied to different data sets [35,38]. Hadwan et al. used their hybrid
ARIMA-BPNN forecasting approach to forecast consumer price index data and cancer data.
Their approach yielded promising results for both data sets, with slightly better results for
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the cancer data set [35]. Eua-Arporn et al. used their hybrid EWT-ARIMA-ANN model,
which used empirical wavelet transform combined with ARIMA and an ANN, to predict
four different data sets (Sunspot, AQI, Gasoline, and CO2). Their hybrid prediction model
delivered better results than their individual models for all data sets [38].

We subdivided the findings of our PRISMA study into the five following groups:

• Group 1: Hybrid approaches that use ARIMA and LSTM [27–31];
• Group 2: Approaches that use SARIMA and LSTM [4,5,32];
• Group 3: The next group of works combined ARIMA or SARIMA with ANNs [39–42];
• Group 4: Approaches using more rarely implemented neural networks [7,8,33–35];
• Group 5: Approaches that include wavelet transform decomposition [8,36–38].

Overall, however, it is noticeable that most work examined in this review presented
hybrid approaches using ARIMA or its derivate SARIMA in combination with LSTM.
This also includes works that first separated the linear and non-linear components using
wavelet transformers.

Table 2 summarizes the different forecasting approaches and their quality. To evaluate
the collected results from the different works, the difference between RMSE and MAPE
can be used to compare the models. These two evaluation methods for measuring the
differences between the predicted and actual values should yield lower values for the
best-fitting models. It is impossible to say which of these approaches provides the best
overall results for all data, as the prediction results are highly dependent on the underlying
data. However, based on the collected information, it can be concluded that the hybrid
models provide better predictions regarding RMSE and MAPE values for all approaches
presented. Moreover, this improvement is present for both predominantly nonlinear and
linear data, illustrated in the table by comparing the values of the individual models.

Table 2. RMSE and MAPE scores for the individual models and the proposed hybrid approaches.
The scores were rounded to a maximum of five decimal places.

Study Error ARIMA SARIMA MLP LSTM ANN BPNN GRNN Hybrid Model

[27] RMSE 16.745 21.757 13.252
MAPE 0.121 0.150 0.072

[28] RMSE 48.686 23.193 14.726
MAPE - - -

[29] RMSE 871.961 813.579 685.570
MAPE 0.254 0.245 0.133

[31] RMSE 0.02223 0.01856 0.0155 0.0143
MAPE 0.487 0.259 0.241 0.204

[30] RMSE 0.96946 0.94749 0.74359
MAPE - - -

[4] RMSE 3070.28 2598.5 3799.76 2524.59
MAPE 1.320 1.006 1.953 0.79565

[5] RMSE 1.667 1.718 1.155
MAPE 1.236 1.251 0.837

[32] RMSE 0.00272 0.00283 0.00553 0.00275
MAPE - - - -

[41] RMSE 891.994 806.062 430.728
MAPE 79,810.15 66,032.258 34,323.06

[42] RMSE 29.40 36.00 17.60
MAPE 4.32 5.20 2.60
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Table 2. Cont.

Study Error ARIMA SARIMA MLP LSTM ANN BPNN GRNN Hybrid Model

[39] RMSE 0.00685 0.00595 0.0045
MAPE 2.78 2.4 1.72

[40] RMSE 950.42 772.28 486.77
MAPE 64.848 52.583 32.964

[33] RMSE 27.684 15.503 12.543
MAPE - - -

[34] RMSE - - -
MAPE 2.80 3.70 1.88

[35] RMSE 1.252 0.896 0.547
MAPE - - -

[43] RMSE 0.13342 0.07 0.06633
MAPE 0.72 0.56 0.51

[37] RMSE 0.0797 0.0136
MAPE - -

[36] RMSE 12.2361 4.7383
MAPE 23.2028 7.9348

[38] RMSE 17.385 18.561 13.966
MAPE - - -

[8] RMSE 220.6269 202.1684 196.4682
MAPE 21.02 19.20 17.83

[7] RMSE 0.2805 0.2553
MAPE 8.8797 5.7222

4.2. Application of Hybrid Forecasting Approaches in Visual Analytics

The results of the PRISMA study validate the great potential of hybrid approaches to
predicting time series from different domains. Hybrid forecasting methods have already
been used in many application domains and have delivered promising results. Even if the
same models are applied to different data sets, the corresponding hybrid models outper-
form the statistical models commonly used in visual analytics and show significantly better
results. The hybrid approaches could be integrated into visual analytics transformation
pipelines to improve the quality of decision-making processes further.

We applied the concept of hybrid prediction approaches to an existing visual analytics
system [22–24].

Figure 2 shows an exemplary application of a forecast visualization that shows the
temporal development of a technology with forecast results using an integrated hybrid
approach in a visual analytics system [22,24,25]. The future prediction is displayed through
lower saturation measured by the standard deviation values of the prediction algorithm.

Integrating hybrid forecasting methods into existing visual analytics approaches and
systems for decision making holds great potential. For example, these concepts could
enhance existing systems for strategic decision making [24] through better predictions of
the future course of emerging technologies and thus improve corporate foresight through
visual analytics. Another example of applying these hybrid forecasting methods could
be the monitoring and observation of competitors and leading domain experts. The more
precise predictions could be used to predict the future influence of individuals, which could
also support the decision-making process [44].
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Figure 2. Exemplary application of an integrated hybrid approach in a visual analytics system [22,24,25].
The future prediction is illustrated through lower saturation measured by the standard deviation
values of the prediction algorithm. The x-axis shows the years from 2008 to 2025 in one-year steps.
On the y-axis, the number of scientific publications from 0 to 5000 is shown in steps of 1000.

5. Conclusions

As part of this work, a systematic literature review was conducted using the PRISMA
methodology [26]. First, important keywords and relevant databases were identified,
and the search process was documented in detail using a PRISMA flow chart. The results
were filtered based on in- and exclusion criteria, and the included reports are presented in
detail. Furthermore, a table with the evaluation results (RMSE and MAPE) was presented,
summarizing the results. We observed that all presented hybrid prediction approaches
outperformed the individual methods based on the RMSE and MAPE scores of the proposed
models. Since the differences in RMSE or MAPE are often small, future work could
supplement and validate the results with Diebold–Mariano tests [45]. Two models were
examined that presented a more general approach to time series forecasting from different
data sets. This more abstract use of the same models on different data with good results
is the first important step toward more general models that could be incorporated into
visual analytics systems. Based on these results, we discussed the applications and future
trajectories implicated for visual analytics systems through the new hybrid models. For this
purpose, we considered an exemplary concept that illustrated integrating hybrid forecasting
methods into a visual analytics system. The exemplary visualization is only intended as
a first step in this direction. Possible further integrations of these hybrid approaches
could use subsets of data or, as in the proposed case, documents at a macro level and
make predictions at runtime. We concluded that the hybrid approaches hold the potential
to enhance prediction accuracy and thus improve visual analytics systems for decision
making.
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ARIMA Auto-Regressive Integrated Moving Average
SARIMA Seasonal Auto-Regressive Integrated Moving Average
LSTM Long Short-Term Memory
RNN Recurrent Neural Network
CNN Convolutional Neural Networks
GNN Graph Neural Network
GRNN General Regression Neural Network
ANN Artificial Neural Network
BPNN Back Propagation Neural Network
NMGM Nonlinear Metabolic Grey Model
DGSR Daily Global Solar Radiation
LOO-CV Leave-One-Out Cross-Validation
MLP Multilayer Perceptron
SVR Support Vector Regression
WD Wavelet Decomposition
DWT Discrete Wavelet Transformxy
EWT Empirical Wavelet Transform
EMD Empirical Mode Decomposition
EEMD Ensemble Empirical Mode Decomposition
CEEMDAN Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
MAE Mean Average Error
SMAPE Squared Mean Average Percentage Error
RMSE Root Mean Squared Error
MAPE Mean Absolute Percentage Error
ACM Association for Computing Machinery
IEEE Institute of Electrical and Electronics Engineers
MDPI Multidisciplinary Digital Publishing Institute
JAPS Journal of Animal and Plant Sciences
TandFO Taylor and Francis Online
NAR Autoregressive Neural Network
POP Persistent Organic Pollutant
CPI Consumer Price Index
GDP Gross Domestic Product
HFRS Hemorrhagic Fever with Renal Syndrome
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