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Abstract

:

To solve the problem that the robot often collides with the obstacles such as branches around the fruit during picking due to its inability to adapt to the fruit growing environment, this paper proposes an apple-picking robot picking path planning algorithm based on the improved PSO. The main contents of the algorithm are: firstly, the fruit and its surrounding branches are extracted from the 3D point cloud data, and the picking direction of the fruit is calculated; then the point cloud on the surface of the fruit and branches is used to establish the spatial model of obstacles; finally, an improved particle swarm optimization (PSO) algorithm is proposed to plan the obstacle avoidance trajectory of the end-effector in space, which can dynamically adjust the velocity weights according to the trend of the particle fitness value and the position of the particle swarm center of mass. The experimental results show that the improved PSO has faster convergence speed than the standard PSO, and the path planning method proposed in this paper improves the fruit-picking success rate to 85.93% and reduces the picking cycle to 12 s. This algorithm can effectively reduce the collision between the manipulator and branches during apple picking and improve the picking success rate and picking efficiency.
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1. Introduction


Agricultural technology has been rapidly enhanced with emerging technologies such as robotics, artificial intelligence, and machine vision [1,2]. At the same time, there has been a major development of agricultural robots with autonomous intelligent functions [3]. In recent years there has been an urgent need for apple-picking robots to be involved in the picking process because of the increasing production of apples and the problem of higher labor costs. Currently, apple-picking robots have more mature technology in the field of fruit detection, positioning, and spot picking. However, there are still many areas that need to be improved, such as in unstructured orchards with different fruit growth postures, the picking mechanism cannot have a reasonable posture to grasp the fruit, and the cluttered branches distributed around the target fruit can cause interference to the robot performing the picking work. These factors can cause damage to the fruit, the fruit tree, or the robot [4], causing economic losses and reducing the success rate of fruit picking. The need for manual involvement to bring the system back into operation after a collision is also costly in terms of labor and can reduce picking efficiency. Therefore the main objective of this paper is to calculate the growth attitude of each fruit on the fruit tree through the vision algorithm under the existing apple-picking robot system, to facilitate the grasping of the end-effector, to be able to extract the branches around the target fruit, and to calculate a path that can avoid the collision between the end of the robot and the branches through the path planning algorithm, so that the apple-picking robot has the function of autonomous planning of the picking path, to achieve the purpose of improving the success rate of fruit picking and reducing economic losses.



Depending on the location of the camera in the system, apple-picking robots can be divided into two categories: one with a camera at the end of the robot that can guide the robot through the picking process, and the other with a camera mounted outside the robot that takes a global shot and then the robot performs the picking work [5]. At present, the first type of system in fruit picking, mainly through the camera located at the end of the robot to continuously obtain images of the fruit, is the real-time adjustment of the robot movement attitude so that the end of the actuator reaches the target position to perform the picking action.



Among others, Barth et al., studied an automatic pepper-picking robot in a greenhouse [6,7], which captures the position of the center of the pepper and the position of the main pole using a camera located at the end of the manipulator. According to the angle formed by the center of the camera, the main pole, and the fruit, the attitude of the manipulator is adjusted so that the end-effector can accurately reach the cutting point, improving the success rate of picking, but there is the problem of low picking efficiency.



Kang et al., developed an autonomous apple-picking robot with adjustable picking attitude [8,9]. The system is equipped with two 3D cameras, one located on the mobile platform for global fruit search and localization, and the other at the end of the manipulator to adjust the fruit-picking attitude. In this system, the fruit-picking direction is the direction of the line between the center of mass of the visible point cloud on the fruit surface and the center of the fruit [10], and the robot approaches the target fruit in this direction to reduce the probability of collision and make the system have certain adaptive capabilities, but there are problems of high cost and low efficiency.



Chen et al., combined the visual servo control method with an improved fuzzy neural network sliding mode control algorithm to eliminate sliding mode jitter and improve the stability of the control system according to the characteristics of the motion control of apple-picking robots [11] and applied the algorithm to the field of agricultural-product-picking robots to improve the picking speed of apple-picking robots, but its obstacle avoidance capability was weak. There are also some research results in picking systems where the camera is located outside the manipulator.



Zhao et al., developed a binocular-vision-based two-arm collaborative tomato-picking robot [12], which locates the state of the fruit and branches through the camera and completes the fruit-picking work through the cooperation of the two arms, which can improve the success rate of fruit picking, but the system is more complex and less efficient.



Lin et al., designed an automatic guava-picking robot [13], which obtains the position of the fruit and extracts all the branches through a 3D camera, calculates the closest point on the branch to the fruit, uses the direction of the line connecting this point to the center of mass of the fruit as the picking direction of the fruit, and uses this direction to plan the picking path of the robot, which can reduce the probability of the end-effector catching the branch. Their proposed concept of fruit-picking direction can provide a safer picking direction for fruits with obscure axial characteristics, but not all the branches from the calculation contribute to the calculation, and there is the problem of low efficiency of the algorithm.



Eleni et al., developed an autonomous grape-harvesting robot [14] and proposed a torque-based collision avoidance strategy [15] to avoid collisions in the comp, lex working environments, i.e., a method to determine whether a collision has occurred by detecting whether the force on each joint of the manipulator is abnormal, which functions to return the manipulator to a safe position when a collision occurs and does not provide an effective method of obstacle avoidance.



Zhang et al., proposed an improved artificial potential field method (APF) [16] to solve the obstacle avoidance problem of a two-armed robot. The correctness and effectiveness of the method were verified by simulation. The obstacles in this system are robots whose model parameters can be calculated from their motion states and do not have the function of sensing external unstructured obstacles.



Table 1 shows a comparison of the above fruit and vegetable-picking robots. Different fruits have different levels of environmental complexity. For apples with more complex growth environments, the assistance of multiple cameras can improve obstacle avoidance, but this will increase the cost. The guava-picking method has a high obstacle avoidance capability, and its cost is not high, which can provide ideas for the control of apple-picking robots.



Inspired by the above studies, this paper uses an existing automatic apple-picking robot as an experimental platform. It also proposes a method to calculate the fruit-picking path based on the position of the fruit and the obstacles around the fruit using an improved PSO algorithm. In this approach, first, the concept of using the direction of the shortest continuous line between the fruit and its surrounding branches as the direction of fruit picking is proposed, and its calculation process is briefly described. Afterwards, the other fruits and branches around the target fruit are considered obstacles, and the obstacles are modeled by reducing the fruit to a sphere and the branches to a parallel hexahedron. The proposed PSO algorithm with adaptive weights is used to find an optimal transition point in the manipulator operation space, and the role of this transition point is to make the picking path bypass the obstacles around the fruit. Using this transition point together with the fruit-picking direction and other known parameters can fit a polynomial function that will be used as the picking path for the apple-picking robot. Finally, it is experimentally verified that this algorithm can reduce the probability of the robot colliding with branches during the approach to the fruit and improve the success rate of fruit picking.




2. Method of Apple-Picking Path Planning


Path planning aims to use intelligent devices to locate a target location, detect obstacles, and control the system to accomplish a certain job [17]. The information gathered from the environment can be interpreted to determine the target location and direction in an unstructured environment [18]. The target task is then completed in the shortest and safest route without any human intervention [19]. As different tasks have different requirements, the definition of trajectory planning varies from researcher to researcher. The main task of path planning in this paper is to identify the fruit by vision algorithm and calculate the position of the fruit, after which the branches and other fruits around it are considered obstacles, and the best path with short length and obstacle avoidance is solved using intelligent algorithms.



2.1. Components of the Apple-Picking Robot System


Considering the cost and the efficiency of picking, the apple-picking robot system designed in this paper adopts the eye-to-hand assembly method as Figure 1a. The RGB-D camera used is the Realsense L515 LIDAR camera from Intel, which has a good outdoor performance with an operating range of 0.25–9 m, depth map resolution of 1280 × 720, a frame rate of 30FPS, data transfer, and power supply by USB3.1, and it has a low power consumption of 3.5 W. The manipulator is a 6DOF collaborative manipulator developed by JAKA, with a payload of 3 kg, a self-weight of 12 kg, and a repeat positioning accuracy of ±0.02 mm. It has a drag and drop programming and a crash emergency stop function, making operation easier and safer. The end-effector is a 3D-printed three-finger gripper with a rubber layer inside the gripper that protects the fruit. The computer is configured with AMD R7-5800H CPU and 16 GB RAM. Other major components are a mobile platform, fruit recycling system, and outdoor lithium battery. Since the leaves on apple trees grow upward, and the fruit mostly grows naturally downward, observation from below can avoid the shading of most leaves on the fruit and branches, so the camera is mounted in an oblique upward position with the robot base, which can reduce the shading of leaves on the target and also increase the overlapping area between the visible space of the camera and the working area of the robot.



This system has been assembled as shown in Figure 1b, which shows an image of this apple-picking robot conducting a picking experiment inside an orchard. The following work has been performed in the current experiments: fruit recognition by the already mature YOLOv3 algorithm [20,21], with 96% recognition accuracy, which can meet the needs of the picking system. After that, the center of mass of the point cloud of the fruit area is found, and the center of mass is used as the position of the apple; then, the robot moves to the area to be picked first according to the preset point position and then moves to the position of the fruit for picking. Since the extracted fruit point clouds may contain point clouds on branches or leaves, the calculated apple positions may have deviations; moreover, the fruit growth characteristics are not considered when the robot is picking, and the planned picking paths are not adaptive, and there is a possibility of collision with branches in the picking process, as in Figure 2a,b. Therefore, it is necessary to improve the anti-interference ability and the adaptive ability of the path planning of the localization algorithm.




2.2. Calculation of Apple-Picking Direction


To prevent the end-effector from grasping the fruit and the branch at the same time, the end-effector needs to be as far as possible from the branches around the target fruit. As in Figure 2c, defining the picking direction of the apple to be in a direction that passes through the center of the apple and is perpendicular to the nearest branch of this apple can reduce the probability of the end-effector catching the branch [22].



The process of calculating the apple-picking direction defined in this paper is:




	
Firstly, the apple’s region of interest (ROI) is delineated in the RGB image using a target recognition algorithm.



	
Secondly, segment the point cloud data inside this region, use the random sampling consistent algorithm (RANSAC) [23,24] to eliminate the abnormal data in the point cloud, and fit the point cloud of the fruit surface to a sphere, with the center of the sphere as the center of the apple, to improve the accuracy and anti-interference ability of the fruit localization algorithm.



	
Then, extract the point cloud of the sphere space with the target apple as the center and three times the radius of the fruit as the radius and use the RANSAC algorithm in this point cloud to extract the branch with the most surface point cloud that has the most influence on picking and fit it to a straight line.



	
Finally, the analytical geometry calculates the straight line over the center of the sphere and perpendicular to the known spatial line.








In Figure 3, the gray point cloud is the undefined point cloud, the pink point cloud is the apple surface point cloud, and the green point cloud is the branch surface point cloud. Point O is the center of the sphere fitted from the apple surface point cloud, and the black line is the line fitted from the branch surface point cloud. Points A and B are the two points on the branch line, and the red arrow is the picking direction OC. The apple centroid O and the picking direction OC are of great value for the planning of trajectories, but their detailed calculation process [22] is not overly described in this paper.




2.3. Obstacle Modeling


Since the apple trees are cluttered with branches and closely distributed fruits, the end-effector will collide with branches and other apples during the picking process, so both branches and other fruits have to be considered when planning the picking path. First, the branches and apples need to be transformed into spatial geometry with collision volume. Based on the morphological characteristics of the apples and branches, the apples are fitted as spheres, and the branches are fitted as parallel hexahedra.



2.3.1. Fitting the Fruit to a Sphere


The localization of the fruit mentions how to fit the point cloud of the fruit surface to a sphere by the RANSAC algorithm [22]. The spatial model of the apple can be established by using the center O and radius r of this sphere, and the space     R   s p h e r e     occupied by the apple is:


    R   s p h e r e   =     x , y , z         x −   x   o       2   +     y −   y   o       2   +     z −   z   o       2   ≤   r   2      



(1)




where     x   o    ,     y   o    , and     z   o     are the center points   O     x   o   ,   y   o   ,   z   o       of the sphere, and r is the radius of the sphere. If a point satisfies the above inequality, it means that this point is inside the fruit.



However, because the actual gripper has a certain size and is not an ideal point, if the trajectory planning is carried out directly using the center of the gripper, a collision will still occur. So, the actual size of the gripper must be considered, and to make the calculation easy, this part of the size is attached to the obstacle, and the gripper is considered an ideal point, but with a certain thickness of expansion outside the obstacle, and the thickness of expansion is determined by the length     r   g r i p     from the center of the gripper to the edge of the gripper, so the collision model of the apple is as in Equation (2).


    R   a p p l e   =     x , y , z         x −   x   o       2   +     y −   y   o       2   +     z −   z   o       2   ≤     r +   r   g r i p       2      



(2)







Thus, the coordinates of the end-effector will collide with the obstacle if it satisfies the above inequality; otherwise, no collision will occur.




2.3.2. Fitting Tree Branches to Parallel Hexahedra


In the process of picking apples, branches that are far away from the target fruit have less influence on the picking and are not considered here. The interference of the larger size branches around the target fruit to the end-effector is mainly considered. The point cloud     M   i n     on the surface of branches distributed around the target fruit can be calculated in the previous section, and the spatial model of branches needs to be calculated here. In order to reduce the computational effort, the space occupied by branches is represented by an external parallel hexahedron that has the minimum volume. The parallel hexahedron     R   r e c t     in space can be represented by the following equation:


    R   r e c t   =     O   r e c t   + a l   v   1   + b w   v   2   + c h   v   3     a , b , c ∈   − 0.5,0.5      



(3)




where     O   r e c t     is the center of the cube, l, w, and h are the length, width, and height of the cube, and     v   1    ,     v   2    , and     v   3     are the unit direction vectors in the three directions of the length, width, and height of the cube, and this space can be used to represent the space occupied by the tree branch. Similar to the apple model, considering that the end-effector has an actual size, this size needs to be added to the high aspect of the cube, and the collision model of the tree branch is shown in Equation (4):


    R   b r a n c h   =     O   r e c t   + a   l   ′     v   1   + b   w   ′     v   2   + c   h   ′     v   3     a , b , c ∈   − 0.5,0.5      



(4)




where     l   ′   = l + 2   r   g r i p    ,     w   ′   = w + 2   r   g r i p    , and     h   ′   = h + 2   r   g r i p    . If a point in space satisfies the above equation, it means that the end-effector will collide with the tree branch at this point.



The procedure for calculating the minimum external parallel hexahedron of a point cloud is as follows:




	
Form the covariance matrix A with all the points in the electric cloud:


  A =      c o v ( x , x )   c o v ( x , y )   c o v ( x , z )     c o v ( x , y )   c o v ( y , y )   c o v ( y , z )     c o v ( x , z )   c o v ( y , z )   c o v ( z , z )       



(5)




where:


  c o v     X   i   ,   X   j     = E   (   X   i   −   μ   i   ) (   X   j   −   μ   j   )    



(6)







	
Solving the unit eigenvectors of the covariance matrix, which are the three principal directions     v   1    ,     v   2    , and     v   3     of the requested minimum external parallel hexahedron.



	
Rotate the three main directions obtained to be parallel to the axes of the world coordinate system, and the rotation matrix is     R   3   =        v   1       v   2       v   3         , and the point cloud after rotation is       M   i n     ′    :


      M   i n     ′   =   M   i n   ·   R   3    



(7)







	
After rotating the point cloud in the main direction, the length, width, and height are calculated from the polar values of the three coordinates:


       l =   x   m a x   −   x   m i n       w =   y   m a x   −   y   m i n       h =   z   m a x   −   z   m i n         



(8)




where     x   m a x    ,     y   m a x    ,     z   m a x    ,     x   m i n    ,     y   m i n    , and     z   m i n     are the maximum and minimum values of the rotated point cloud       M   i n     ′     in the direction of the x, y, and z three-coordinate axes.



	
Find the geometric center of the cube       O   r e c t     ′   (     x   r     ′   ,     y   r     ′   ,     z   r     ′   )  


           x   r     ′   =   ( x   m a x   +   x   m i n   ) / 2         y   r     ′   =   ( y   m a x   +   y   m i n   ) / 2         z   r     ′   = (   z   m a x   +   z   m i n   ) / 2       



(9)







	
Since this center is obtained by rotating the point cloud, it is necessary to counter-rotate this center back to the original coordinate system:


    O   r e c t   =     O   r e c t     ′   ·     R   3     − 1    



(10)












At this time, the center point     O   r e c t    , length–width–height (l, w, h), and principal direction vectors (    v   1    ,     v   2    ,     v   3    ) of the minimum external parallel hexahedron of the branch point cloud have been found, and this parallel hexahedron is used to define the space occupied by the branch.





2.4. Picking Path Planning Based on Improved PSO Algorithm


In the above, information such as coordinates of the apple and surrounding obstacles have been obtained, after which it is necessary to find a path in space having the shortest length and avoiding obstacles. Currently, researchers have proposed a series of bio-inspired algorithms imitating natural phenomena of natural sciences [25], which are considered more suitable for path planning than the traditional artificial potential field method [26]. The PSO algorithm makes one of the four methods commonly used to solve robot path planning [27] but suffers from the problem of easily falling into local optima and needs to be optimized by changing the constraint parameters to fit to different scenarios [28]. To make the path smoother, polynomial equations are used to describe the picking path. To make this path with obstacle avoidance, a modified PSO algorithm proposed in this paper is used to adjust the path.



2.4.1. Mathematical Representation of Apple-Picking Paths


The method of polynomial interpolation is the most common method in trajectory interpolation [29], and its interpolated path is smoother, which can reduce the vibration during the movement of the manipulator.



In the continuous automatic picking process of the picking system, the end of the robot needs to reciprocate between the recovery point     P   0     and the target fruit point O. The recovery point     P   0     is a fixed value, and the recovery point is the starting point of the path in the process of going to pick the fruit, and to ensure that the robot will not collide with the recovery point, the end of the robot needs to be limited to leave the recovery pipe in the upward direction     V   0    . The end-point of the path is the target fruit location O, and the direction of approaching the fruit is the apple-picking direction OC calculated above. To avoid collision with other fruits or branches during the picking process of the robot end-effector, it is necessary to set a transition point     P   m     between     P   0     and O to adjust the picking path.



From the five parameters,     P   0    ,     V   0    ,     P   m    , O, and OC, a polynomial equation can be determined. Using this polynomial equation to represent the fruit-picking path, this polynomial function takes the following form:


  F ( t ) =   ∑  i = 0   4      A   i     t   i     ⋯   t ∈   0 , 1      



(11)




where   F   t   =     x   t   ,   y   t   ,   z   t       denotes any point on the curve, and     A   i   =     a   i   ,   b   i   ,   c   i       denotes the vector of coefficients of each order in the equation. The five unknown vectors can be solved by the following five conditions, the conditions are:


       F ( 0 ) =   P   0         F   ′   ( 0 ) =   V   0          F (   t   m   ) =   P   m          F ( 1 ) = O       F   ′   ( 1 ) = O C            ⋯     t   m   ∈   0 , 1      



(12)







The unknown coefficient vector can be solved by the above set of equations, where     P   m     is the adjustment point of the path, and the selection of this point position determines the obstacle avoidance performance of the whole path, whose specific calculation process will be introduced in the next section. As the robot starts to reach into the canopy area for fruit picking in the second half of the path, it encounters more obstacles, so let     t   m   = 0.75   in this paper, that is, let the point     P   m     mainly adjust the second half of the path.




2.4.2. Obstacle Avoidance Point Selection Based on Adaptive Parameter PSO Algorithm


Finding a point     P   m     in the robot workspace to make the shortest picking path length with obstacle avoidance capability is a complex task, and the speed of the search can be improved by the PSO algorithm. However, the standard PSO algorithm uses fixed weights, and it is difficult to find a suitable set of weights for a specific problem, so this paper proposes an adaptive weight PSO algorithm that can adjust the weights according to the historical fitness and the particle swarm center of mass. The flowchart of the PSO algorithm is shown in Figure 4.



The steps to find the optimal transition point     P   m     in the picking path using the improved PSO algorithm are:




	
Initialization: In the robot workspace, n particles are randomly generated, and for each particle, an initial position     P   i , 0     and an initial moving velocity     V   i , 0     are randomly selected, and each particle can determine a picking path     F   i , j   ( t )  , with i denoting the particle number and j denoting the number of iterations.



	
Calculate the fitness: Calculate the fitness of each particle at this time. In this project, use the length of the picking path as the fitness of this particle at this time, that is     f   i , j   =   ∫  0   1      F   i , j   ( t ) d t    , then the smaller the value of the fitness means that this particle is better. If this path collides with an obstacle, then this particle does not participate in the fitness evaluation this time and adjusts its moving direction so that the path avoids the obstacle.



	
Find the individual history best adaptation value     f   i , j , p b e s t    , that is, the best adaptation value in the first j iterations of the ith particle, whose corresponding particle position is     P   i , j , p b e s t    .



	
Find the population’s best adaptation value     f   i , j , g b e s t    , that is, the best adaptation value among all particles, and this particle position is     P   i , j , g b e s t    .



	
Update the velocity and position of the particles: The difference of the PSO algorithm with adaptive weights proposed in this paper is the way to update the velocity. Equation (13) is the particle velocity update formula.


    V   i , j + 1   = w   V   i , j   +   c   1     r   1       P   i , j , p b e s t   −   P   i , j     +   c   2     r   2       P   i , j , g b e s t   −   P   i , j      



(13)




where     r   1     and     r   1     are random numbers between 0 and 1 to increase the randomness of particle search,   w   is the inertia weight,     c   1     is the own learning factor, and     c   2     is the population learning factor. To prevent the occurrence of a blind search of particles and skipping the optimal solution due to excessive velocity, the maximum value of velocity needs to be limited.








The particle positions are updated by:


    P   i , j + 1   =   P   i , j   +   V   i , j + 1    



(14)







In the standard PSO algorithm,   w  ,     c   1    , and     c   2     are fixed values, which are difficult to find suitable parameters in practical applications and slow to converge. The weights of the PSO algorithm with adaptive weights proposed in this paper are calculated as follows:


    w   i , j   =   w   0       f   i , j − 1    /    f   i , j      



(15)






    c   i , j , 1   =       P   i , j , g b e s t   −   P   j , G      /        P   i , j , p b e s t   −   P   j , G     +     P   i , j , g b e s t   −   P   j , G          



(16)






    c   i , j , 2   =       P   i , j , p b e s t   −   P   j , G      /        P   i , j , p b e s t   −   P   j , G     +     P   i , j , g b e s t   −   P   j , G          



(17)







The inertia weight     w   i , j     is related to this particle’s current and last fitness values; if this fitness value is smaller than the last one, it means that the current velocity has a greater contribution (in this paper, the fitness value is the length of the path, so the smaller it is, the better the effect is indicated), so the higher the value of the inertia weight     w   i , j     should be. The purpose of the coefficient     w   0     is to allow the particle to gradually converge to the optimal point when the particle fitness hardly changes anymore, instead of jumping around the optimal point, and its value should be between 0 and 1. In this paper, we use     w   0   = 0.5  . The center of mass of the particle population     P   j , G   =   1   n     ∑  i = 1   n      P   i , j       is closer to the region of high particle density, and the region of high particle density generally has the optimal solutions that can guide the direction of particle movement. The adaptive learning factor used is when the particle individual best point     P   i , j , p b e s t     is closer to the center of mass     P   j , G    , shrink its own learning factor to prevent the occurrence of overshooting, and vice versa, increase its own learning factor to speed up its regulation. The same is true for the group learning factor. The difference between these two velocities can be illustrated by the following images:



The effect of the particle population center of mass position     P   j , G     on the velocity direction is shown in Figure 5a,b. The center of mass position is closer to the individual optimal particle position in Figure 5a, and the center of mass position is closer to the population optimal particle position in Figure 5b. The red arrows in the figures show the calculated velocity vectors for the standard PSO with parameters   w = 0.5  ,     c   1   = 0.5  ,     c   2   = 0.5  ,     r   1   = 1  ,     r   2   = 1  , which are not affected by the particle population center of mass position. The blue arrows are the vectors calculated by the algorithm of the modified PSO. The individual optimal particle position     P   i , j , p b e s t     in Figure 5a is closer to the point     P   j , G     than the population optimal particle position     P   i , j , g b e s t    , so the velocity direction is more biased towards the point     P   i , j , p b e s t    . In Figure 5b, point     P   i , j , g b e s t     is closer to point     P   j , G    , so the velocity direction is more biased towards point     P   i , j , g b e s t    . By comparison, it can be seen that the blue vector is closer to the center of mass position of the particle population compared to the red one.



Figure 6 shows the comparison of the particle population using two different PSO algorithms to update the particle velocity after the 50th iteration. The light blue dot in the figure is the last position of the particle, the green dot is the current particle position, the red arrow is the velocity calculated by the standard PSO, the black dot is the current center of mass of the particle group, and the blue arrow is the velocity calculated by the modified PSO. A larger marker size indicates better adaptation of the point. From the figure, it can be seen that the particles closer to the center of mass have a better fitness, i.e., the shorter paths they constitute. The blue direction (calculated by the improved PSO) is closer to the center of mass of the population than the red direction (calculated by the standard PSO), so the blue direction allows the particles to move faster in the direction of higher fitness, which can improve the overall search speed.



Determine whether the convergence condition is satisfied: the convergence condition is that the distance between the particle population center of mass     P   j , G     and the population best point     P   i , j , p b e s t     is less than 1 mm, or the maximum number of iterations exceeds 1000. if the condition is not satisfied, return to Step 2; if the condition is satisfied, skip the iteration to output the best point     P   m    .



The calculated     P   m     is the transition point that can make the apple-picking path have the shortest length with obstacle avoidance capability.






3. Results


The previous section describes how to calculate the location of apples, the picking direction of apples, and how to use the improved PSO algorithm to find a point in space that can make the polynomial interpolation trajectory with the shortest length and obstacle avoidance capability. This chapter will experimentally verify the performance of the improved PSO algorithm and later verify how the algorithm performs in a real orchard scenario.



3.1. Experiment with Path Planning Based on Improved PSO Algorithm


Here, we mainly verify the performance difference between the improved PSO algorithm and the traditional PSO and whether the obstacle avoidance path calculated by the improved PSO algorithm is reasonable.



In the experiment, the starting position     P   0     and velocity     V   0     of the path are set first, and the end-point is set to the fixed position O and velocity OC; then, a parallel hexahedron is randomly generated between the two points as an obstacle in the space, and the maximum range of the trajectory is within a positive cube with a side length of 1000 mm. A modified PSO algorithm is used to find the best transition point     P   m     in this space, and a polynomial trajectory is formed by     P   0    ,     V   0    ,     P   m    , O, and OC.



The number of particles n is first determined according to the usage scenario.



From Figure 7, it can be seen that as the number of particles n increases, the time used by the improved PSO tends to increase, and the average fitness of the particle population tends to decrease (here, the fitness is the length of the path, so the smaller the value of the fitness, the better the effect). To balance the speed and accuracy of the algorithm, the number of particles is set to set the number of particles to 50, and in the experiment, the algorithm can end within 800 iterations, so the maximum number of iterations is set to 1000, and the results of the experiment are shown below.



In Figure 8, we can see that the particles gradually gather to the best point from the initial random distribution and move faster when they are far away from the best point, which can make the particles gather quickly and slow down when they are closer to achieve the purpose of the accurate search. The direction of the particle in the search process has a certain randomness, and it will adjust its velocity in the opposite direction to avoid the interference of obstacles when it collides with obstacles or search space boundaries. Finally, the particles gather on one edge of the parallel hexahedron, and the polynomial trajectory adjusted by this point crosses the surface of the obstacle without intersecting it, which means that this path has the function of obstacle avoidance, and the choice of this transition point is reasonable. This path is smooth, which can reduce the vibration when the manipulator is running.



After that, it was compared with the standard PSO algorithm, mainly comparing the number of iterations of the algorithm and the accuracy at convergence, and the comparison graph is shown in Figure 9:



The figure shows the average fitness of the particles in the iterative process of the two PSO algorithms. By comparison, we can see that the improved PSO algorithm starts with a slightly higher average fitness than the standard PSO when the particle distribution is more dispersed and the weight of the change velocity becomes larger so that the average fitness converges rapidly. After that, the particle distribution is more concentrated, and the weight becomes smaller accordingly for fine search. Therefore, it can be concluded that the PSO with adaptive weights converges faster and with higher accuracy than the standard-type PSO by the improved PSO.




3.2. Experiments in an Orchard Environment


To further verify the effectiveness of the apple-picking path planning algorithm proposed in this paper, the original apple-picking robot is used as the experimental platform, and the apple pose estimation algorithm and trajectory planning algorithm of this paper are incorporated into the main controller in the form of C language. The images are obtained by RGB-D camera, and then the apple pose estimation algorithm is used to calculate the fruit-picking direction, followed by the trajectory planning algorithm to calculate the apple-picking path, and finally, it is discretized and input to the robot to perform the picking action. The images in the experiment are as follows:



Figure 10 shows the actual performance of the algorithm proposed in this paper in an orchard. Column 1 shows the recognition of apples by the YOLOv3 target recognition algorithm, and it can be seen that the algorithm can effectively recognize the fruit even if it is partially blocked by branches, leaves, or other fruits. Column 2 shows the point cloud of the fruit surface remaining after the segmentation of the point cloud inside the fruit recognition frame by RANSAC algorithm. It can be seen that some point clouds on the surface of branches and leaves that are obscured from the fruit have been successfully removed. Column 3 shows the point clouds on the surface of branches extracted by the RANSAC algorithm in the area around the fruit, and by comparing with the color image in Column 1, it can be seen that the thicker branches distributed around the fruit can be successfully recognized. Column 4 shows the fruit-picking direction calculated by the pose estimation algorithm and the robotic picking path generated by the transition points calculated by the PSO algorithm, and it can be seen that for each fruit, there is a different picking path, this path not only fits with the fruit pose, but also does not interfere with other fruits or branches and other obstacles, and has a certain obstacle avoidance capability.



In the orchard-picking experiments, two different methods were compared. In the first method, the fruit-picking attitude was not calculated, and there was no armband path planning. The position of the apple was determined using the mean value of the point cloud within the ROI, and the robot performed picking by pre-showing several points, varying only the target point. In the second experiment, the fruit surface point cloud was fitted to a sphere, and the center of mass of the sphere was used as the center of the fruit. Additionally, the fruit pose estimation algorithm and obstacle avoidance path planning algorithm were employed. The results of the experiments are presented in Table 2.



In the first experiment, the point cloud used for localization contained point clouds on the surface of branches and leaves, resulting in more noisy points due to the influence of sunlight, leading to deviations in localization. Additionally, since fruit-picking pose and obstacle avoidance were not considered, collisions between the gripper and branches often led to picking failure. In the second experiment, the RANSAC algorithm was used to fit the point cloud on the fruit surface to a sphere, which eliminated most of the noisy points and improved the stability of localization. Furthermore, using the proposed apple pose estimation method and path planning algorithm, 135 fruits were successfully picked with an 85.93% success rate. The path planning algorithm generated an exclusive shortest picking path for each fruit, resulting in an average picking cycle of about 12 seconds, which is more efficient than the traditional manual picking method that requires a group of two people and takes about 10 seconds to pick a fruit. The proposed picking method also has a higher success rate and efficiency compared to the traditional mechanical picking method. However, there were still some failed cases where fruits slipped out of the end-effector or multiple branches around the fruit caused collisions.





4. Discussion


The use of agricultural robots can result in cost savings and increased productivity, making it crucial to develop convenient automation equipment for unstructured agricultural environments. However, current apple-picking robots face challenges such as low efficiency and obstacle avoidance issues, highlighting the need to optimize the path planning method used by these robots.



To address these issues, this paper proposes a fruit-picking trajectory calculation method that uses polynomial interpolation to consider both the target position and the different growing positions of fruit on trees, resulting in a smooth and adaptive picking path that reduces robot vibration during movement. Experiments demonstrate that the improved particle swarm optimization (PSO) algorithm has a faster convergence speed than the standard PSO algorithm.



The paper also introduces an apple and branch extraction method that can effectively separate fruits and major branches from a point cloud map, with computational effort reduced by replacing apples and branches with simple geometric shapes. The improved PSO algorithm can then adjust the picking path by finding transition points with adaptive weights, resulting in a shorter path that avoids obstacles and increases the success rate of fruit picking.



Compared to traditional path planning methods, the improved PSO approach considers the growth attitude of each fruit and the branches distributed around it, leading to a reduced likelihood of fruit-picking failures due to collisions between robots and branches. The polynomial interpolation method provides a smooth path that reduces robot vibration and extends its service life.



Although this paper only calculated the branches closest to the fruit, there were still picking failures caused by collisions between the manipulator and branches. The presence of multiple large-diameter branches around some fruits significantly affects fruit picking, and the impact increases with branch density. Thus, future research should focus on extracting all branches around the fruit that may affect picking, constructing a spatial model of these branches, and planning the robot’s obstacle avoidance path in complex environments. At the same time, to adapt to a more complex environment, it is necessary to enable the PSO to find more transition points so that the path can bypass more obstacles.




5. Conclusions


For the problem that existing apple-picking robots are prone to collision with obstacles around the fruit during picking and cause picking failure, a method of planning the picking path of apple-picking robots using the PSO algorithm with adaptive weights is proposed. A polynomial interpolation function is used to represent this path, which requires first obtaining the location and picking direction of the target fruit, then finding a branch around the fruit that is closest to the fruit because it has the greatest impact on fruit picking; then, for computational convenience, the fruit and the branch are simplified to a sphere and a parallel hexahedron, and the other fruit and the surrounding branches are considered obstacles when the robot picks one fruit; finally, a PSO algorithm with weights that can be adaptively adjusted according to the population density is proposed, and this algorithm is used to find an optimal transition point in the manipulator workspace so that the polynomial path length is the shortest and does not collide with the obstacle. Through comparison experiments, it is verified that the improved PSO algorithm has better convergence speed, and the calculated adjustment points are applied to path planning, which can reduce the probability of collision between the apple-picking robot and obstacles in the process of approaching the fruit and improve the fruit-picking success rate; the generated path can be adaptively adjusted according to the specific location of the fruit and the surrounding environment, and it has a faster average picking speed than the fixed path. As this study only calculates one branch around the apple, the picking failure rate is higher when there are multiple branches with larger diameters around the fruit. Future research will focus on developing a method to calculate multiple branches around the fruit and increasing the number of transition points that the PSO algorithm searches for to enable the path to bypass more complex obstacles.
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Figure 1. Pictures of apple-picking robots: (a) system architecture of the apple-picking robot; (b) apple-picking robot picking in an orchard. 
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Figure 2. Problems encountered by apple-picking robots during the gripping process: (a) end-effector stuck in a tree branch; (b) end-effector grabs both the apple and the branch; (c) end-effector grabs the apple perfectly. 
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Figure 3. Pictures demonstrating the calculation process for apple-picking directions: (a) point cloud image of apple trees obtained by RGB-D camera; (b) fitting the fruit surface point cloud to a sphere; (c) fitting the point cloud on the surface of the nearest branch to the fruit to a straight line; (d) calculating the picking direction of the fruit based on the center of the fruit and the straight line of the branch. 
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Figure 4. Flowchart of PSO algorithm. 
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Figure 5. Diagrams of the PSO algorithm’s velocity update method: (a) the case where the best position of the particle history is closer to the center of mass of the particle population; (b) the case where the best particle of the population is closer to the center of mass of the particle group. Vector1 in the figure is the direction calculated by the standard PSO, and Vector2 is the direction calculated by the modified PSO. 
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Figure 6. Comparison of the directions computed by the two algorithms during the iterative process. 
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Figure 7. Algorithm time and final average adaptation values for different numbers of particles. In the figure, t1 is the sampling point of the algorithm time, and t2 is its least-squares fitting curve; f1 is the sampling point of the average adaptation of the particle swarm, and f2 is its least-squares fitting curve. 
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Figure 8. The figure of the best excess point for particle swarm search. The red cube in the figure is the randomly generated obstacle cube, the red dots are the three interpolation points in the trajectory, the blue curve is the polynomial interpolation trajectory, and the gray trajectory is the particle swarm search trajectory. 
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Figure 9. Comparison of the average adaptation of the improved PSO and the standard PSO during the iterative process. 
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Figure 10. Experimental diagram of the apple-picking path planning algorithm. The first column shows the apples identified by the YOLOv3 algorithm, the second column shows the segmented apple surface point cloud, the third column shows the segmented branch surface point cloud, and the fourth column shows the calculated fruit-picking trajectory. 
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Table 1. Comparison table of available fruit and vegetable picking robots.
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	Type of Robot
	Environmental Complexity Level
	Cost
	Obstacle Avoidance Capability
	Harvesting Cycle





	Automatic pepper-picking robot developed by Barth et al.
	Single
	High
	High
	15 s



	Apple-picking robot with adjustable picking posture developed by Kang et al.
	Complex
	High
	Moderate
	6.5 s



	Apple-picking robot developed by Chen et al.
	Complex
	Moderate
	Low
	13.8 s



	A two-arm collaborative tomato-picking robot developed by Zhao et al.
	Moderate
	High
	Moderate
	<30.0 s



	Guava-picking robot developed by Lin et al.
	Moderate
	Moderate
	High
	18.0 s



	Grape-picking robot developed by Eleni et al.
	Moderate
	High
	Low
	Unknown
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Table 2. Experimental table comparing different path planning methods.
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	Experiment Number
	Picking Times
	Number of Successes
	Success Rate
	Harvesting Cycle





	1
	87
	51
	58.62%
	20 s



	2
	135
	116
	85.93%
	12 s
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