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Abstract: This paper proposes an optimization method for electric vehicle charging station locations
considering dynamic charging demand. Firstly, the driving characteristics and charging characteristics
of the electric vehicle are obtained based on the driving trajectory of the electric vehicle, and the
charging demand is predicted using a Monte Carlo simulation. Then a mathematical model with the
goal of minimizing the overall cost is constructed, and the impact on carbon emissions is considered
in the model. In order to better solve the location model, an improved whale optimization algorithm
based on a hybrid strategy is proposed. Finally, the location problem of Shenzhen electric taxi
charging stations is analyzed as an example. The results show that when the number of charging
stations is set to 19, the comprehensive cost is the smallest and the energy saving and emission
reduction effect is good. The improved whale optimization algorithm also has higher solution
accuracy and convergence speed than other classical algorithms.

Keywords: charging demand forecast; location of charging station; whale optimization algorithm

1. Introduction

Recently, the vigorous development of the automobile industry has also brought many
problems to society, among which air pollution and energy consumption are the most
prominent [1]. To reduce dependence on oil and other energy sources, road traffic becomes
key [2,3]. At present, more and more people are choosing electric vehicles when buying
vehicles [4,5]. Compared with traditional fuel vehicles, existing new energy vehicles can
reduce carbon emissions by about 15 million tons per year. The electric vehicle industry
has been further developed under the drive of a low-carbon economy and a new energy
strategy. However, its travel reliability still needs to be improved [6,7].

Mileage anxiety has become a core concern for consumers. As the supporting facilities
for new energy vehicles, charging piles are also in a rapid development stage. Before 2020,
the advanced construction mode was adopted for the construction of charging stations.
Although this mode can increase the number of charging piles rapidly, it is not a benign
demand-driven construction mode. As of March 2022, the ratio of car piles in China was
about 2.9:1. However, according to statistical data, in 2021 the average utilization rate of
public charging piles in 22 cities in China was less than 10%. The main reason for the low
service efficiency of public charging piles in big cities was uneven distribution.

At present, the cruising range of electric vehicles has increased, but it is still difficult to
meet the needs of users. In particular, vehicles such as taxis and ride-hailing vehicles have a
greater need for charging due to their long daily mileage [8,9]. Taxi travel is bound to have
a close connection with the urban road network. The driving characteristics and charging
behavior of taxis will be affected by passengers’ travel rules, urban road network structure,
and the distribution of charging facilities [10,11]. Conversely, taxi drivers’ driving habits
and vehicle battery life will also have a great impact on road traffic flow. Therefore, the
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establishment of an accurate charging demand model for electric vehicles will be beneficial
to the prediction of charging load. It is also the premise of charging station site selection.

Previously, it was difficult to collect trajectory data on electric taxis. Therefore, some
scholars used the trajectory of fuel vehicles to replace the trajectory of electric vehicles in
research on charging demand forecasting [12–14]. Kontou et al. [14] studied the relationship
between the coverage rate of public charging facilities and charging probability by using the
trajectory data of oil-fired taxis. Due to the different types of vehicles, taxi drivers’ driving
habits will change accordingly. Obviously, the results obtained by using the trajectory of
fuel vehicles will not conform to the actual situation. With the continuous improvement
of data, many scholars have also begun to use electric vehicle trajectory data for charging
demand prediction and site selection planning [8,15–17].

To some extent, the charging demand forecasting model based on the trajectory data
of electric vehicles describes the spatial and temporal distribution characteristics of the
charging load. However, it only considers the load characteristics of electric vehicles and
ignores the randomness of movement which is easily affected by traffic factors in the
process of vehicle driving. To this end, Xu et al. [18] predicted the charging demand of
charging stations by analyzing the dynamic driving process of vehicles. In the process of
analysis, information such as traffic conditions and power grid status is also included in
this study. Tang et al. [19] and Xing et al. [20] introduced the theory of the traffic travel
chain into research on the charging demand predictions of electric vehicles.

The charging demand forecast is the basis for planning the location of charging stations.
According to the spatiotemporal distribution characteristics of electric vehicle charging
demand, it is possible to better discover charging hotspots and inappropriate sites. From
the perspective of the facility location model, the classic facility location models include the
median model [21], the central model, and the coverage model [22]. With the deepening of
research, the extended location problem was developed from the classic location model. The
extended location problem can be divided into many categories according to the different
practical application problems, such as the asymptotic coverage model, the alternate
coverage model, and the hierarchical location and competitive location model. The OD
matrix is often used to describe the characteristics of vehicle travel distribution [23,24].
From the optimization goal, the location model is mainly divided into three categories. The
first category is the model established from the user’s point of view, such as the model with
the minimum charging cost of electric vehicles [25], the model with the highest charging
satisfaction [26], etc. The second type is the model established from the perspective of
the enterprise, such as the model with the smallest operating cost [27,28], and the model
with the highest utilization rate of charging piles [29,30]. The third category is the model
established by taking into account the interests of users and enterprises [31–33]. Further,
according to the existing research, we can calculate the carbon dioxide emissions produced
by this trip through the mileage of the vehicle [34–37]. This allows a better comparison of
the environmental impact of using a gasoline vehicle versus using an electric vehicle.

The intelligent optimization algorithm is usually used to solve the location prob-
lem. The whale optimization algorithm (WOA) is a new intelligence optimization algo-
rithm [38]. The WOA has the advantages of simple operation and fast convergence but
also has the disadvantage of low solution accuracy, and it is easy to fall into local optimal
solutions [31,39,40]. Zhang et al. [31] applied the WOA to the solution of the location model.
After improving the WOA from many aspects, it was found that the convergence speed
is improved. Kaur and Arora [40] introduced chaos theory into the optimization process
of the WOA. These improved strategies are mainly reflected in the aspects of population
initialization, adaptive weights, and local variation. These improved strategies have im-
proved the performance of the WOA to a certain extent, but their effectiveness in solving
the location problem remains to be verified.

At present, although some progress has been made in the research on charging demand
prediction and site selection, they are all based on their own characteristic parameters and
assumptions. Too many assumptions can make the end result too idealistic.
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Above all, this paper proposes a charging station location optimization model consid-
ering dynamic charging demand and carbon emissions. The contributions of this paper are
as follows:

(1) At present, most of the research on the location of charging stations does not fully
understand the charging demand of each station, and it is difficult to satisfy the
interests of all parties. Therefore, this paper considers the influence of dynamic
charging demand on site selection when establishing the location model.

(2) A forecasting model of electric vehicle charging demand based on travel chain data is
constructed. Through the analysis of vehicle trajectory, the characteristic parameters
of vehicle travel and charging are obtained, and the charging model of a single
electric vehicle is constructed. In order to better simulate the daily driving state of the
vehicle, this paper fully considers the influence of various uncertain real factors on
the simulation.

(3) A site selection model aiming at the minimum comprehensive cost was established.
The impact of different siting options on carbon emissions was explored. We further
analyzed the influence of replacing electric vehicles with fuel vehicles on carbon
emissions under the same conditions.

(4) The whale optimization algorithm is improved from four aspects. The effectiveness of
the improved algorithm is analyzed by reference test function and location model.

The paper is organized as follows. Section 2 introduces the data processing process
and constructs the OD travel matrix; Section 3 introduces the charging station location
optimization model; Section 4 introduces the solution method of the location model and the
improvement of the whale optimization algorithm; and Section 5 contains the case analysis.
The last section is a summary of the thesis.

2. Data Description and Preprocessing
2.1. Data Description and Preprocessing

This study uses open data provided by Rutgers University Assistant Professor Desheng
Zhang’s research group for analysis and processing [41]. This dataset contains 1,155,654 GPS
records of 664 electric taxis located in Shenzhen, China, on 22 October 2014. Table 1 shows
the data content:

Table 1. Description of the data format of electric taxi trips in Shenzhen.

Field Name Field Type Data Example

Vehicle Id Varchar 0
Longitude Flout64 114.031799◦

Latitude Flout64 22.524799◦

Time Datatime 2014-10-22T02:54:30.000Z
Speed Int64 42 km/h

In addition, the passenger-carrying state of the vehicle can be judged by the change
in the driving speed and the track point time. Compared with the study of fuel vehicles
trajectory, there are many advantages of using electric taxi trajectory analysis. Currently,
electric taxi drivers in Shenzhen can also take orders online. Therefore, to a certain extent,
the city’s taxis can be regarded as online car-hailing. Since most network car services can
provide point-to-point services, the user’s travel purpose is relatively clear. Compared with
traditional taxis, electric taxis that can take orders online will have a lower no-load rate and
less redundant data in the data set. The origin-destination (OD) travel matrix constructed
according to its trajectory is also more in line with the travel laws of modern residents.

In order to avoid the interference of the noise data in the original data set with the
experimental results, the original data need to be preprocessed. Pre-processing includes
two parts: time format conversion and cleaning of damaged data. The following data were
mainly deleted: data with missing values, data not within the scope of Shenzhen, data with
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a passenger-carrying distance of less than 500 m, data with a stationary time of less than
60 s, etc.

After the data preprocessing was completed, the data were visualized. Figure 1 shows
the change in order volume at different times during the day. As can be seen from Figure 1,
the order volume shows multiple peaks within a day, and the change curve shows a wavy
distribution. At 0:00, the order volume is the least, with only 23 orders. We have analyzed
this from two aspects: taxi drivers mostly change shifts at about 0:00, and the evening peak
is about to end. At 19:00, the number of orders reached a peak of 269 orders due to the
off-duty peak period and at night.

Figure 1. The order volume of electric taxis at each moment of the day.

Next, we visualized the pick-up and drop-off points for passengers throughout
the day.

As can be seen in Figure 2, hot spots are mainly concentrated in coastal areas such
as Nanshan District. Luohu District is adjacent to Hong Kong. It can be seen that the
geographical areas along the coast or near international cities are very attractive to tourists.

Figure 2. Honeycomb heat diagram of passengers’ boarding and alighting points.

In order to have an intuitive understanding of Shenzhen’s traffic service level, we
visualized the location distribution of Shenzhen’s traffic infrastructure, as shown in Figure 3.
The green dots represent transportation infrastructure. As can be seen from the figure,
more facilities are found in the west than in the east.
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Figure 3. Honeycomb heat distribution map of traffic infrastructure.

Figure 4 shows the driving tracks of 664 taxis in one day. It can be seen from the figure
that the hot activity areas of electric taxis are basically the same as the hot spots for getting
on and off.

Figure 4. Driving track of electric taxis.

2.2. The OD Travel Matrix

The origin-destination (OD) travel matrix reflects the travel information of residents
or vehicles between the starting point and the ending point. The OD matrix is often used to
describe the characteristics of vehicle travel distribution [42]. According to the OD matrix,
the travel characteristics of various types of electric vehicles in the urban road network can
be described.

The moving position data includes longitude, latitude, time, and other information [8].
In (xi, yi, ti), xi and yi, respectively, represent the longitude and latitude of point i of the
travel trajectory Ω, and ti represents the time of point i, i = 1, 2, . . . , n, then the trajectory Ω
can be expressed as: Ω = {(x1, y1, t1), (x2, y2, t2), (x3, y3, t3), . . . , (xn, yn, tn)}.

In order to facilitate the rapid statistics of traffic demand in the grid, the longitude
and latitude of traffic demand location points are converted into grid numbers. Through
the analysis of the grid, the traffic demand in the grid can be calculated indirectly. The
grid division method involved dividing the study area into equal squares at a certain
interval. The partition interval is denoted by W. When W is 0.01, it means that the research
area is divided into several grids of equal size with an interval of 0.01◦. In the longitude
direction, when the two points are separated by 0.01◦, the actual distance is about 900 m.
When the two points are separated by 0.01◦ in the latitude direction, the actual distance is
about 1100 m.

(Xmin, Ymin) is defined as the coordinates of the lower left corner node of the research
area grid, (Xmax, Ymax) is the coordinates of the upper right corner node of the research
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area grid, and (Xi, Yi) is the latitude and longitude coordinates of any node in the grid.(
Gridx, Gridy

)
is the number of the grid where (Xi, Yi) is located, and the grid node number

is Gxy.
Gridx = int((Xi − Xmin)/W) (1)

Gridy = int((Yi −Ymin)/W) (2)

Gxy = Gridx + Gridy·72 (3)

The latitude and longitude range of the pre-processed taxi data: longitude from 113.68◦

to 114.4◦, latitude from 22.46◦ to 22.88◦.
After the division of latitude and longitude, it can be seen that there are 3024 nodes

in total. There are 11,328 OD pairs in total. The traffic volume between two nodes is
calculated by:

triprs = ∑
r

∑
s

frs (4)

where r is the starting point of a pair of OD pairs, and s is the end point of an OD pair. frs is
the number of paths from the starting point to the ending point. triprs is the traffic volume
between two nodes.

3. Electric Vehicle Charging Station Site Selection Model
3.1. Electric Vehicle Charging Demand Forecasting Model
3.1.1. Vehicle Parameters

In order to further implement the concept of green development, the Shenzhen Munic-
ipal Transportation Bureau steadily promotes the work of pure electric taxis and basically
achieved the goal of full-electric electrification in 2018. Shenzhen has become the only city
in China to realize pure electric taxis, and it is also the city with the largest number of pure
electric cruisers operating in the world. The data shows that this city with a population of
about 12 million has turned to electric transportation on a large scale. At present, the taxi
model mainly used in Shenzhen is BYD e6. The vehicle parameters are shown in Table 2:

Table 2. Basic parameters of BYD e6.

Vehicle Model BYD e6

Pure electric cruising range (km) 400
Fast charge time (h) 1.5
Slow charge time (h) 8

Maximum power (kW) 120
Top speed (km/h) 140

Battery power (kWh) 82
Battery Type Lithium iron phosphate battery
Motor type DC

3.1.2. Start Travel Time and Initial SOC

Electric taxi charging demand is mainly influenced by the daily mileage and travel
time of electric taxis. The starting travel time of electric taxis affects the charging demand
at different times of the day. According to the statistical data provided by the National
Cooperation Highway Research Program [43], the probability distribution curve of the
starting travel time t0 of electric vehicles can be obtained after fitting. The probability
distribution curve of the initial travel time of electric taxis is shown in Figure 5.
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Figure 5. Probability distribution of travel time.

This paper assumes that the state of charge (SOC) of the battery when the electric
vehicle travels for the first time obeys the normal distribution NSOC(0.8, 0.1). According
to the parameters in Table 2, it can be seen that the battery capacity is carPower = 82kwh.
Through Equation (5), the amount of electricity at the first trip can be calculated as CP0.
Where SOCStar is the initial SOC.

CP0 = SOCStar·carPower (5)

The power consumption of electric taxis increases with the mileage. Using Equation (6),
the remaining power of the electric taxi at the time t can be calculated.

Cp(t) = η·(SOCt−1 − SOCt)·carPower (6)

Among them, Cp(t) is the battery power at time t. SOCt−1 is the state of charge of the
battery at the time t− 1. Considering the energy loss caused by braking and other factors
during driving, the energy coefficient η is introduced, and the value range is 0.9~1.

3.1.3. Charging Duration

At present, all the electric taxis in Shenzhen use fast charging [8]. When the power of
the charging pile is 60 kW, it takes about 1 h and 22 min for an electric taxi with 0 remaining
power to be fully charged. According to the driving characteristics of taxis, the minimum
charging time is considered to be satisfied when the interval from the end of the last trip to
the beginning of the next trip exceeds 15 min. According to the set parameters, charging
for 15 min can supplement the electric vehicle with 15 kilowatts of electricity. With a range
of 400 km, 15 kW would give an electric taxi a range of about 73 km.

The no-load time data of electric taxis are extracted from the preprocessed data. With
the help of the MATLAB (R2020a) distribution fitter, we can quickly check the distribution of
the data. When fitting the probability distribution of the data, we choose a non-parametric
distribution. The result of its probability fitting distribution is shown in Figure 6. The data
were fitted with the help of MATLAB’s cf tool. First, we select the type of fitting curve
as Gaussian. Then we keep changing the number of terms and observe the data fitting
observations. If the result is suitable, we fit it several times to reduce the error; if the result
is not suitable, we choose another way to fit it. Finally, it was found that when the number
of items is 2, the result is more reasonable, as shown in Figure 7:
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Figure 6. Data probability fitting results under nonparametric distribution.

Figure 7. Probability distribution fitting curve.

From the fitting process, we can see that when Gaussian is used to fit the charging
duration relationship, it conforms to the relevant criteria in data fitting: SSE = 0.003127,
R−square = 0.9968. The expression is:

f (x) = 0.004781· exp(−((x− 73.84)/17.98)2) + 0.01294· exp(−((x− 62.26)/36.74)2) (7)

In Equation (7), x is the time when the electric taxi is in an empty state, and f (x) is the
corresponding probability value. As can be seen from Figure 7, the time when electric taxis
are in an empty state is mainly concentrated in 15 min to 100 min, and the probability is
highest at 70 min. When the taxi is fully charged, it takes an hour and 22 min. In Figure 7,
the empty time of an electric taxi has a certain probability of obtaining a value greater
than 1 h and 22 min. At this time, times exceeding 1 h and 22 min are invalid for charging
electric taxis, so the actual charging time of an electric taxi is:

Act =
{

x/60 tneed > x/60
tneed tneed ≤ x/60

(8)

Cuse = Cp0 − Cp(t) (9)

tneed = Cuse/Pcharg (10)
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Among them, Cuse is the electricity consumed by the electric taxi. Pcharg is the power
of the charging pile, Pcharg = 60 kW. tneed is the time required for the electric taxi to be fully
charged from the current charge.

3.1.4. Judgment of Charging Status

Generally speaking, electric taxi drivers will not wait until the remaining battery
capacity of the vehicle is 0 before recharging. When the electric quantity of the taxi is
lower than the set threshold electric quantity CLimit at a certain time, the charging demand
is generated:

Cp(t) ≤ ε·CP0 (11)

ε is the user’s mileage anxiety coefficient, which obeys uniform distribution, and its
expression is as follows:

f (ε) =
{

1/(b− a) a < ε < b
0 else

(12)

Figure 8 shows the charging process of a taxi. There are four taxis driving on the road
in Figure 8. CS1, CS2, and CS3 are charging stations in Figure 8. CS1 is close to CS3. The
circle represents the service range of the charging station. S1 represents the charging service
range of a charging station. S2 represents the distance between two charging stations.

Figure 8. Charging process simulation.

In the process of driving, when the driver finds that the cruising range of the taxi is
small and it will be difficult to complete their next trip, there will be charging demand.
Generally speaking, when the charging demand is triggered, the driver will choose to
charge at the nearest charging station and generate the space-time information of a fast
charging load. Figure 8 is a simulation analysis of the charging process of the vehicle. If
taxis Car1 and Car2 want to be charged, they can choose to go to the charging station
CS2 for charging because they are within the service range of the charging station CS2.
If the taxi Car3 needs to be charged, we can see that the distance between Car3 and CS1
or CS2 is the same, so it can choose either CS1 or CS2 when choosing a charging station.
When Car4 needs to be charged, we can see that the three charging stations in the figure
are far away from Car4. From this, we find that the location of charging stations CS1 and
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CS2 is not reasonable and objective. Because CS1 and CS2 are close to each other, the
intersection of the orange circle and blue circle in the figure is rich in charging resources,
which greatly meets the charging demand of this place. However, it brings some problems,
such as uneven distribution of charging resources, difficult charging for users, etc. This
is not conducive to the charging of taxi Car4 and nearby vehicles. In order to improve
this unreasonable situation, this paper sets that when a taxi needs charging, if the distance
between the taxi and its nearest charging station is less than S1, it will go to the charging
station to charge; otherwise, the current location of the taxi is considered as a potential
charging demand point and the time-space information of fast charging load is determined.
Meanwhile, the distance between charging stations should be no less than S2.

3.1.5. Charging Demand Forecasting Model Based on the Monte Carlo Method

The Monte Carlo method is used to calculate the charging load of electric taxis. The
starting travel time t0 and the initial SOC SOCStar are randomly generated according to the
probability density function. According to the OD matrix, each electric vehicle is assigned
an initial position Oi and a destination Di. Combined with the pre-set charging mode,
electric vehicle type, and other data, it is possible to simulate the journey of an electric taxi
for a day. Finally, the spatiotemporal distribution of the charging demand of electric taxis
for one day is obtained. The electric taxi charging demand forecasting process is shown
in Figure 9.

3.2. Charging Station Site Selection and Capacity Model

Electric vehicle charging stations are public service facilities. When planning a charg-
ing station, we should consider not only the interests of the enterprise but also the charging
experience of users. In this study, considering the constraints of charging service range,
charging coverage rate, and charging station scale, a mathematical model to minimize the
comprehensive cost was established.

3.2.1. Objective Function

The objective function of the location model consists of three parts: annual construction
and operation cost FC1, time cost FC2, and penalty term FC3. In addition to cost consider-
ations, we also consider the carbon footprint of electric taxis on the way to the charging
station as an important consideration. Carbonijk is the carbon dioxide emissions generated
by electric taxis during the trip, as shown in Equation (14). In order to understand the
impact of different power systems on carbon emissions, this paper also compares the carbon
emissions produced by electric vehicles and gasoline vehicles under the same driving range.
Carbon f uel

ijk is the carbon dioxide emissions generated by fuel taxis during the trip, as shown
in Equation (15).

minF = FC1 + FC2 + FC3 (13)

Carbonijk = ω·dijk·Wa (14)

Carbon f uel
ijk = ζ·dijk (15)

In Equation (14) and Equation (15), dijk represents the distance of the vehicle k from the
starting point i to the end point j. Wa represents the power consumption rate of an electric
vehicle. ω denotes the CO2 emission rate of using electricity, and ζ is the CO2 emission rate
of using gasoline.
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Figure 9. Flow chart of the spatiotemporal prediction model of electric taxi charging load.

The FC1 includes the annual construction cost Con and the annual operation cost Cop.
Construction costs mainly include charging piles, land, transformers, etc., as shown in
Equation (16).

Con =
r0·(1 + r0)

nyear

(1 + r0)
nyear − 1

·(Cg + ϕ·nchar2 + ε·nchar) (16)

In Equation (16), r0 is the discount rate. nyear represents the depreciation life. Cg is
the fixed investment cost. nchar represents the number of charging piles in the charging
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station. ϕ represents the equivalent investment factor for the cost of related equipment such
as distribution transformers and transmission lines. ε is the price of a single charging pile.

Operating costs include labor costs, equipment maintenance costs, and other expenses,
as shown in Equation (17). Where γ is the conversion factor of running cost, γ = 0.1. FC1
can be obtained by Equation (18).

Cop = (Cg + ϕ·nchar2 + ε·nchar)·γ (17)

FC1 = ∑
i∈M

(Coni + Copi) (18)

The time cost mainly considers the cost spent by the user on the way to the charging
station. FC2 can be obtained by Equation (19).

FC2 = 365· cos tF·λ (19)

Among them, cos tF represents the distance from the demand point to the correspond-
ing charging station. λ is the amount spent by the electric vehicle to travel 1 km.

The penalty term FC3 represents the cost incurred due to not satisfying the constraint.
It can act as a disincentive for sites that do not satisfy the constraint.

FC3 = C f 1 + C f 2 + C f 3 (20)

C f 1 = 365·1.79·Ca (21)

C f 2 = Cb/2·15, 000 (22)

C f 3 = Cc·10, 000 (23)

Demand points and charging stations constitute a demand distribution relationship. If
the distance of the trip corresponding to this pair of relationships exceeds S1, the distance
value will be stored in the set Sa. Ca is the sum of all distance values in the set Sa. In the
set of charging service stations, if the distance between the two stations exceeds S2, the
station is stored in the set Sb. Cb represents the number of sites in the set Sb. Cc represents
the number of stations that cannot meet the demand for charging demand points.

3.2.2. Constraint Condition

(1) Distance constraint of charging station

The charging demand point should be within the service scope of the charging
service station:

dij ≤ S1 (24)

Among them, dij represents the distance between the charging service station i and
the charging demand point j.

S2 can affect the utilization rate of charging stations and corporate profits. Its value
needs to satisfy the Equation (25). di1−i2 indicates the distance between the charging station
i1 and i2. {

S2 = S1
√

3
di1−i2 ≥ S2

(25)

(2) Distribution relation of charging demand

Equation (26) indicates that a demand station can only be charged by one charging
service station. Equation (27) specifies that the number of charging service stations is
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pstation. Equation (28) ensures that the demand at the demand point can only be provided
by the charging service station. Equation (30) constrains the number of charging stations.

∑
i∈Mi

Zij = 1, j ∈ N (26)

∑
i∈Mi

hi = pstation (27)

Zij ≤ hi, j ∈ N, i ∈ Mi (28)

Zij, hi ∈ {0, 1}, j ∈ N, i ∈ Mi (29)

int(Qmin/carPower) + 1 ≤ pstation ≤ int(Qmax/carPower) + 1 (30)

In Equation (26) to Equation (30), N is the set of demand stations. j is the demand
station. When the value of Zij is 1, it means that the demand of station j is provided by
charging station i, otherwise it is 0. When the value of hi is 1, it means that point i is selected
as the charging station. Qmin is the minimum value of the charging load demand. Qmax is
the maximum value of the charging load demand.

4. Location Model Solving
4.1. Whale Optimization Algorithm

The WOA is an algorithm based on the behavior of whales when rounding up their
prey [38]. In the process of optimization, it is mainly divided into three stages: search for
prey, surround prey, and bubble net attack.

During the hunting phase, each humpback participating in the hunting behavior
represents a feasible solution x. The mathematical model of its enveloping phase is:

X(t + 1) = Xrand(t)− A·D (31)

D =|C·Xrand(t)− X(t)| (32)

A = 2·a·r1 − a (33)

a = 2− (2t/Max_iter) (34)

C = 2·r2 (35)

where t is the current iteration number. Max_iter is the maximum number of iterations.
X(t) represents the current whale’s position. Xrand(t) represents the position of any whale
in the hunting group. r1 and r2 are random numbers.

Humpback whales surround their prey when hunting. To describe this behavior,
Mirjalili proposed the following mathematical model. X∗(t) represents the best whale
position so far.

X(t + 1) = X∗(t)− A·D (36)

D =|C·X∗(t)− X(t)| (37)
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Humpback whales swim toward their prey in a spiral motion when attacking their
prey with a bubble net. So the mathematical model is as follows. Where b is a constant
coefficient. l is a random number in (−1, 1).

X(t + 1) = X∗(t) + D
′ ·ebl · cos(2πl) (38)

D
′
=
∣∣∣X∗(t)− X(t)

∣∣∣ (39)

4.2. Algorithm Improvement

Aiming to explore the problems of slow optimization speed and low accuracy in the
WOA, an improved whale optimization algorithm (IWOA) based on a hybrid strategy is
proposed and the effectiveness of the improved algorithm is analyzed.

4.2.1. Piecewise Chaos Map

Chaotic maps can be used instead of rand functions to generate pseudorandom num-
bers [40]. Commonly used chaotic sequence models are Logistic, Tent, and Piecewise
mapping. Compared with other chaotic maps, the Piecewise chaotic map has ergodicity
and randomness, and the Piecewise chaotic map has better solution accuracy and conver-
gence speed when facing multi-peak functions. The Piecewise chaotic map is described as
follows. The distribution of random numbers generated by chaotic mapping function is
shown in Figure 10.

x(t + 1) =



x(t)
p , 0 ≤ x(t) < p

x(t)−p
0.5−p , p ≤ x(t) < 0.5

1−p−x(t)
0.5−p , 0.5 ≤ x(t) < 1− p

1−x(t)
p , 1− p ≤ x(t) < 1

(40)

Figure 10. Random number distribution map generated by piecewise chaotic map.

The frequency of random numbers is further counted, as shown in Figure 11. The
results shown in Figure 11 further verify the stability of Piecewise chaotic mapping and the
uniformity of random numbers.
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Figure 11. Frequency distribution diagram of random number.

4.2.2. Nonlinear Time-Varying Factor

Parameter A is an important parameter in the encircling module of WOA, which is
mainly affected by the convergence factor a. In WOA, a linearly decreases from 2 to 0,
which makes the prey search of the algorithm not thorough enough. To solve this problem,
a staged nonlinear convergence factor is proposed here.

a =

{
{2− [(2·t)/Max_iter]}+ rand·0.1 p > 0.5
{2− [(2·t)/Max_iter]} − rand·0.1 p > 0.5

(41)

Figure 12 shows the change of a after improvement. The black line in the figure is
the change curve of a before the improvement. The blue dots represent the value of a
during each iteration. From the figure, the improved a points are distributed near the black
line. From an overall point of view, a still maintains a linearly decreasing form of 2 to 0;
but from a local point of view, the value of a after the improvement is more random than
the original.

Figure 12. Variation of a with increasing number of iterations.

4.2.3. Adaptive Change of Step Size

To balance the global search ability and local development ability of the algorithm, a
new parameter U is introduced, which will adaptively change the step size.

k = (rand− 0.5)·(1− t/Max_iter) (42)

U = ek·b (43)
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A = U·sign(a) (44)

Equation (42) is an expression for k. The value of b in Equation (43) can affect the
convergence rate of the algorithm. In this algorithm, a smaller b value will have a better
convergence effect. In Equation (44), sign(a) is mainly used to check the sign. When a is
positive, it returns 1; when it is negative, it returns −1; when it is zero, it returns 0.

Figure 13 shows the change of k value in the process of iteration. We find that the
distribution of k has a certain symmetry and generally shows a linear change from 0.5
(−0.5) to 0. In particular, in the early stage of iteration, k value changed greatly, but in the
late stage, k value gradually leveled off.

Figure 13. Variation of k with increasing number of iterations.

4.2.4. Reverse Learning Mechanism

In Figure 14, a is any point in the [L1, L2], then the reverse point of the vector a is
L1 + L2 − a.

Figure 14. Reverse point.

In higher dimensional spaces, points obtained in this way for each dimension are
called inverse points. The specific calculation formula is as follows:

Xˆ
i = h(L + U)− Xi (45)

where Xi represents the position of the current individual; Xˆ
i is the position of the individ-

ual after reverse learning; L and U are the minimum and maximum values of the solution,
respectively; h is a constant.

Reverse learning is implemented in two stages. Firstly, the population is sorted
according to the fitness value and divided into two layers on average. For the population
in the first layer, the original fitness values of various populations are calculated first. Then
the population is subjected to reverse learning and the fitness value is calculated. The
fitness values of the population are compared before and after improvement, and the one
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with better fitness is kept. As shown in Equation (46). Reverse learning is carried out for all
the populations in the second layer.

Xi =

{
Xˆ

i f (Xˆ
i) < f (Xi)

Xi else
(46)

The pseudo-code number of the improved algorithm (Algorithm 1) is as follows.

Algorithm 1: IWOA

1: Initialize the whales population Xi (i = 1, 2, . . . , n)
2: Calculate the fitness of each search agent
3: X* = the best search agent
4: while (t < maximum number of iterations)
5: for each search agent
6: Back-learning the population
7: Use Piecewise chaos theory to generate random, such as Equation (40)
8: Determine the nonlinear convergence factor a according to Equation (41)
9: Determine the k value according to Equation (42), and then determine the step value U by the
Equation (43)
10: Update A, C and p
11: if1 (p < 0.5)
12: if2 (|A| < 1)
13: Update the position of the current search agent by the Equation (36)
14: else if2 (|A| ≥ 1)
15: Select a random search agent (Xrand)
16: Update the position of the current search agent by the Equation (31)
17: end if2
18: else if1 (p ≥ 0.5)
19: Update the position of the current search by the Equation (38)
20: end if1
21: end for
22: Check if any search agent goes beyond the search space and amend it
23: Calculate the fitness of each search agent
24: Update X* if there is a better solution
25: t = t + 1
26: end while
27: return X*

5. Case Analysis
5.1. Distribution of Node Degrees

In this section, a case study is carried out in Shenzhen to validate the proposed method.
We analyze the degree of each node in the travel network according to the OD travel matrix.
Because the figure is a directed graph, we draw the distribution of in-degree, out-degree,
and degree, as shown in Figures 15–17. As can be seen from Figures 15–17, regardless of
the in-degree, out-degree, or degree of the node, the hotspot area is mainly concentrated
between node 300 and node 1300. In general, the traffic flow of electric taxis is still larger in
several coastal areas within the Shenzhen area. This is also consistent with the heat map of
getting on and off the bus, and the traffic flow is generally heavier in the south and lighter
in the north.
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Figure 15. In-degree of each node in the OD travel matrix.

Figure 16. Out-degree of each node in the OD travel matrix.

Figure 17. Degree of each node in the OD travel matrix.
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5.2. Space-Time Distribution of Charging Load

According to the electric taxi charging demand prediction model constructed in
Section 3, this section takes Shenzhen as the research object to carry out the electric taxi
demand prediction. In order to better analyze the impact of electric taxis of different
scales on the charging demand, we set the number of electric taxis as 50, 100, 150, and
200, respectively. The experiment was conducted over 10 days. The service radius of the
charging station is 5 km. According to field surveys, there are currently about 225 charging
stations in Shenzhen.

In this paper, there are two types of charging demand locations for electric taxis. The
first is generated in charging stations. The second is when the electric taxi has a charging
demand, but the location of the vehicle to the nearby charging station is greater than S1;
the electric taxi will then have a charging demand at its current location. The advantage of
this setup is that potential charging demand locations can be found in real life as quickly
as possible.

It is not difficult to see from Figures 18–21 that demand for the fast charging of electric
taxis is unbalanced in terms of time distribution: the charging load peaked at 0:00, and there
were two small charging peaks at 15:00 and 20:00. On the whole, the charging demand
load at night is far greater than during the day. With the increase in vehicle scale, we can
find that the peak demand for charging is mainly concentrated at the time of shift change,
meals, and at night.

In addition, we also take the scale of 100 electric taxis as an example to conduct
statistical analysis on the charging demand load of each charging station, as shown in
Figure 22. As can be seen from the figure, the distribution of the charging load on each
charging station is uneven. To better understand the load changes at different sites over
time, we conducted a more in-depth analysis. Figure 23 shows the changing situation of
the charging load demand of the No. 34 charging station. Figure 24 shows the change in
the charging load at site 46 on the first day. As can be seen from Figure 24, on the first day,
only 11:00 and 22:00 are available for charging.

According to our statistics, under the condition that the number of electric taxis in the
urban area is 100 and the trial lasted 10 days, 130 of the 225 charging stations in Shenzhen
provided charging services for electric taxis. During these 10 days, 95 of them were idle. In
addition, according to the constraints on the charging service range, when an electric taxi
generates charging demand, but the distance between the current nearby charging station
and the location of the electric taxi is greater than S1, the current location of the electric taxi
is regarded as a potential charging demand point. According to our statistics, 180 potential
charging demand points were generated in this simulation analysis. The distribution of
charging stations and demand points is shown in Figure 25. The red dots in the figure
represent the locations of the 130 charging stations that provide overcharging services for
electric taxis. The blue triangles represent those 180 potential charging demand locations.
As can be seen from Figure 25, the charging demand points are mainly distributed in coastal
areas, with more in the south than in the north.

Through the charging demand prediction model, we have obtained the charging load
demand of each charging station. For a charging station with a demand of 0, it can be
considered that the site selection is not reasonable enough. We can get rid of the charging
stations with too high an idle rate, and then choose appropriate locations from these
180 potential charging demand locations to build charging stations.

We use the k-means clustering method to cluster these 180 potential charging demand
points into k categories to generate k new charging station locations. The k value of the
k-means is determined using the elbow method. Figure 26 shows the clustering results.
The green triangle in the figure is the cluster center, that is, the construction location of the
new charging station.
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Figure 18. Fast charging demand load at 50 electric taxis. (a) Charging demand generated by electric
taxis in charging stations. (b) Charging demand for electric taxis at their current location. (c) Charging
needs generated by electric taxis.
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Figure 19. Fast charging demand load at 100 electric taxis. (a) Charging demand generated by electric
taxis in charging stations. (b) Charging demand for electric taxis at their current location. (c) Charging
needs generated by electric taxis.
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Figure 20. Fast charging demand load at 150 electric taxis. (a) Charging demand generated by electric
taxis in charging stations. (b) Charging demand for electric taxis at their current location. (c) Charging
needs generated by electric taxis.
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Figure 21. Fast charging demand load at 200 electric taxis. (a) Charging demand generated by electric
taxis in charging stations. (b) Charging demand for electric taxis at their current location. (c) Charging
needs generated by electric taxis.
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Figure 22. Charging demand of 225 charging stations.

Figure 23. Charging load demand of No. 34 charging station.

Figure 24. The charging load demand on the first day of the No. 46 charging station.
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Figure 25. Spatial distribution of electric taxi charging demand.

Figure 26. Clustering results.

With the continuous growth of electric vehicles, more charging stations are needed to
provide charging services. Existing stations find it difficult to meet the increasing demand
for charging, so it is necessary to build new stations. Through the k-means algorithm,
180 potential charging demand points are clustered into seven classes. The cluster analysis
of demand provides a theoretical basis for the location of new stations. We can give priority
to these locations when we need to build a new site.

5.3. Effectiveness Analysis of Algorithm Improvement

In this subsection, we analyze the effectiveness of the algorithm improvement through
15 benchmark functions. Among the many selected test functions, F1–F4 are unimodal
functions, which are mainly used to test the local development ability of the algorithm;
F5–F8 are multimodal functions, which can test the exploration ability of the algorithm;
and F9–F15 relate to a fixed-dimensional multimodal test function, which can be used to
evaluate the ability of the algorithm to escape the local optimal solution. The function
expressions are shown in Table 3. This paper analyzes the effectiveness of the improved
algorithm from two aspects: setting the same population size and number of iterations,
comparing the performance of IWOA and WOA, particle swarm optimization algorithm
(PSO) [44], gravitational search algorithm (GSA) [45], and differential evolution algorithm
(DE) [46] in solving the test function; and comparing the performance of the IWOA and
other improved WOAs.
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Table 3. Details of 15 benchmark functions.

Expression V_no Range fmin

F1(x) = ∑n
i=1 x2

i 30 [−100, 100] 0
F2(x) = ∑n

i=1|xi|+ ∏n
i=1|xi| 30 [−10, 10] 0

F3(x) = ∑n−1
i=1 [100(xi+1 − x2

i )
2
+ (xi − 1)2] 30 [−30, 30] 0

F4(x) = ∑n
i=1 ix4

i + random[0, 1) 30 [−1.28, 1.28] 0
F5(x) = ∑n

i=1 [x
2
i − 10 cos(2πxi) + 10] 30 [−5.12, 5.12] 0

F6(x) = −20 exp(−0.2
√

1
n ∑n

i=1 x2
i )− exp( 1

n ∑n
i=1 cos(2πxi))

+20 + e
30 [−32, 32] 0

F7(x) = 1
4000 ∑n

i=1 x2
i −∏n

i=1 cos( xi√
i
) + 1 30 [−600, 600] 0

F8(x) = π
n

{
10 sin(πy1) + ∑n−1

i=1 (yi − 1)2[1 + 10 sin2(πyi+1)]

+(yn − 1)2}+ ∑n
i=1 u(xi, 10, 100, 4)

yi = 1 + xi+1
4 u(xi, a, k, m) =


k(xi − a)mxi > a
0− a < xi < a
k(−xi − a)mxi < −a

30 [−50, 50] 0

F9(x) = ( 1
500 + ∑25

j=1
1

j+∑2
i=1 (xi−aij)

)−1 2 [−65, 65] 1

F10(x) = 4x2
1 − 2.1x4

1 +
1
3 x6

1 + x1x2 − 4x2
2 + 4x4

2 2 [−5, 5] −1.0316

F11(x) = (x2 − 5.1
4π2 x2

1 +
5
π x1 − 6)

2
+ 10(1− 1

8π ) cos x1 + 10 2 [−5, 5] 0.398

F12(x) = −∑4
i=1 ci exp (−∑3

j=1 aij(xj − pij)
2
) 3 [1, 3] −3.86

F13(x) = −∑4
i=1 ci exp (−∑6

j=1 aij(xj − pij)
2
) 6 [0, 1] −3.32

F14(x) = −∑5
i=1 [(X− ai)(X− ai)

T + cj]
−1 4 [0, 10] −10.532

F15(x) = −∑7
i=1 [(X− ai)(X− ai)

T + cj]
−1 4 [0, 10] −10.4028

Table 4 shows the results of the IWOA and four algorithms in solving the benchmark
function. N/A means that the optimal solution has not been found. Each algorithm needs
to run independently 30 times to solve the function. AVE is the average value of 30 optimal
solutions. STD is the standard deviation of 30 optimal solutions. The average value can
reflect the accuracy and searchability of the algorithm when solving the problem. The
standard deviation represents the stability of the algorithm when solving the problem. In
the performance comparison, we need to compare the average values obtained by each
algorithm when solving the same function. The closer the average value is to the theoretical
optimal value, the better the performance of the algorithm. When the mean values are the
same, we need to compare the standard deviation. The smaller the standard deviation,
the better the performance of the algorithm. According to this standard, we ranked the
performance of each algorithm when solving different functions according to the numerical
results in Table 4, and the results are shown in Table 5. In Table 5, ranksum is the sum of the
rankings of each algorithm, and rank is the final ranking of each algorithm.

From Tables 4 and 5, it is not difficult to find that the performance of the IWOA ranks
first seven times, and the theoretical optimal value is obtained three times. The IWOA’s
worst-performing rank is no lower than three. When solving F1 and F2, the IWOA has
obtained far better results than the four algorithms. Although the theoretical optimal value
has not yet been reached, the solution result is already very close to 0. When solving F4,
IWOA’s performance is not as good as WOA, but compared with PSO and GSA, IWOA’s
performance is much better than these two algorithms. The convergence curves are shown
in Appendix A, Figures A1–A15.

In addition to comparing the IWOA to classical optimization algorithms, the perfor-
mance of the IWOA was compared with two other improved WOAs: ESWOA [47] and
HWGO [48]. The results are in Table 6. From Table 6 we can find that IWOA performed
poorly in solving F13. However, when solving other functions, the solution results and
stability of IWOA are better than those of ESWOA and HWGO. In particular, when solving
F5 and F7, IWOA obtained the theoretical optimal value, and the solution accuracy was
significantly higher than the other two algorithms.
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Table 4. Compared with the performance of the classic algorithm.

Function Evaluate IWOA WOA PSO GSA DE

F1
AVE 8.57 × 10−220 1.41 × 10−30 1.36 × 10−4 2.53 × 10−16 8.2 × 10−14

STD 0 4.91 × 10−30 2.02 × 10−4 9.67 × 10−17 5.9 × 10−14

F2
AVE 1.20 × 10−113 1.06 × 10−21 0.042 0.0557 1.5 × 10−9

STD 6.44 × 10−113 0.764 60.116 62.225 0

F3
AVE 0.272 27.87 96.72 67.543 0
STD 0.445 0.764 60.116 62.225 0

F4
AVE 0.018 1.425 × 10−3 0.123 0.089 4.63 × 10−3

STD 0.021 1.149 × 10−3 0.045 0.043 1.2 × 10−3

F5
AVE 0 0 46.704 25.968 69.2
STD 0 0 11.629 7.47 38.8

F6
AVE 1.006 × 10−15 7.404 0.276 0.062 9.7 × 10−8

STD 6.377 × 10−16 9.898 0.509 0.236 4.2 × 10−8

F7
AVE 0 2.89 × 10−4 9.215 × 10−3 27.702 0
STD 0 1.586 × 10−3 7.724 × 10−3 5.04 0

F8
AVE 0.026 0.339 6.917 × 10−3 1.80 7.9 × 10−15

STD 0.07 0.215 0.026 0.95 8 × 10−15

F9
AVE 1.164 2.112 3.627 5.86 0.998
STD 0.45 2.499 2.561 3.831 3.3 × 10−16

F10
AVE −1.0316 −1.0163 −1.03163 −1.03163 −1.03163
STD 1.98 × 10−8 4.2 × 10−7 6.25 × 10−16 4.88 × 10−16 3.1 × 10−13

F11
AVE 0.39794 0.397914 0.397887 0.397887 0.397887
STD 2.56 × 10−4 2.7 × 10−5 0 0 9.9 × 10−9

F12
AVE −3.8628 −3.85616 −3.86278 −3.86278 N/A
STD 1.18 × 10−6 2.706 × 10−3 2.58 × 10−15 2.29 × 10−15 N/A

F13
AVE −3.277 −2.981 −3.266 −3.318 N/A
STD 0.07 0.377 0.061 0.023 N/A

F14
AVE −10.152 −7.049 −6.865 −5.955 −10.153
STD 1.63 × 10−3 3.63 3.02 3.737 2.5 × 10−6

F15
AVE −10.402 −8.182 −8.457 −9.68 −10.4029
STD 9.58 × 10−4 3.63 3.087 2.014 3.9 × 10−7

Table 5. Ranking of algorithms.

Function IWOA WOA PSO GSA DE

F1 1 2 5 3 4
F2 1 2 4 5 3
F3 2 3 5 4 1
F4 3 1 5 4 2
F5 1 1 4 3 5
F6 1 5 4 3 2
F7 1 3 4 5 1
F8 3 4 2 5 1
F9 2 3 4 5 1
F10 1 5 3 2 4
F11 1 2 3 4 5
F12 3 4 1 2 5
F13 2 4 3 1 5
F14 2 3 4 5 1
F15 2 3 4 5 1

ranksum 26 45 55 56 41
rank 1 3 4 5 2
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Table 6. Performance comparison between IWOA and other improved WOA.

Function Evaluate IWOA ESWOA HWGO

F1
AVE 8.57 × 10−220 2.02 × 10−50 9.14 × 10−13

STD 0 1.36 × 10−49 1.86 × 10−12

F2
AVE 1.20 × 10−113 1.96 × 10−36 3.87 × 10−11

STD 6.44 × 10−113 5.85 × 10−36 3.56 × 10−11

F5
AVE 0 1.08 92.4
STD 0 4.7 25.6

F6
AVE 8.89 × 10−16 4.58 × 10−15 2.74 × 10−7

STD 0 2.46 × 10−15 6.63 × 10−7

F7
AVE 0 2.58 × 10−3 1.36 × 10−2

STD 0 1.13 × 10−2 1.92 × 10−2

F13
AVE −3.2774 −3.28 −3.3
STD 7.01 × 10−2 0.54 0.28

F15
AVE −10.402 −10.403 −10.12
STD 9.58 × 10−4 4.27 × 10−8 2.83 × 10−5

5.4. Optimization of Charging Station Selection

In Section 5.2 we saw that when the number of electric taxis is 100, there are 130 charging
stations in the city that provide charging services for the vehicles. These 130 charging
stations belong to different brands. Due to resource competition and interests among
brands, there will be multiple charging stations of different brands in the same location
during the construction of charging stations, resulting in a partial surplus of charging
resources. We can see this phenomenon clearly in Figure 25. In order to ensure the charging
resources are evenly distributed and convenient for users, this subsection will take these
130 charging stations as the research object for site optimization.

The siting optimization model in Section 4 is solved using the IWOA. We set the fixed
investment cost Cg of building a charging station to be 1 million yuan; the discount rate
r0 = 0.08; the depreciation life nyear is 20 years; the investment coefficient ϕ of related costs
such as distribution transformers and transmission lines is 10,000 yuan/set2; the price ε of a
charging pile is 100,000 yuan; the discount factor γ of labor and operation and maintenance
costs of equipment is 0.1; the amount λ spent for an electric vehicle to drive 1 km is 1.79;
the distance constraint S1 is 5 km; the distance constraint S2 is 8.66 km; the number of
charging stations takes a value in [12, 24]. The actual number of charging piles nchar in each
charging station is adopted.Max_iter = 100, Wa = 0.22 kWh/km [35], ω = 0.47 kg/kWh [36],
ζ = 0.22 kg/km [37]. When the number of charging stations takes values from 12 to 24 in
turn, the objective function value and each cost change are shown in Table 7.

Table 7. Comprehensive cost of charging stations.

Number of
Charging Stations

Objective
Function

Value/Yuan

Annual Construction
and Operation

Cost/Yuan
Time Costs/Yuan Penalty

Item/Yuan
Carbon

Emission/kg

12 1,342,674 785,196.8 286,660.9 270,815.9 90.73465
13 1,362,073 822,265 274,362 265,446.5 86.84175
14 1,370,359 742,062 266,874.2 361,422.9 84.47169
15 1,306,705 685,175 259,373.1 362,156.7 82.09743
16 1,323,793 671,875.4 276,151.9 375,765.7 87.40831
17 1,431,253 715,283.3 255,956 460,013.4 81.01584
18 1,389,512 669,708.5 254,427.3 465,376.5 80.53196
19 1,267,585 666,791.3 240,545.8 360,247.5 76.13818
20 1,424,031 539,995 232,251.4 651,784.8 73.5128
21 1,381,733 655,874.1 221,225.5 504,633.1 70.02286
22 1,390,979 549,315.8 219,995.7 621,668 69.63358
23 1,622,789 686,824.5 202,234.9 733,729.7 64.01192
24 1,467,570 647,956.9 211,202.9 608,410.2 66.85047
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From Table 7, we can see that when 19 charging stations are built, the objective function
value and the annual construction and operation costs are the smallest, and it also has a
good energy saving and emission reduction effect.

Therefore, the site selection scheme is determined to build 19 charging stations.
Figure 27 shows the convergence curve, where the blue line represents the convergence
process of the IWOA, and the yellow line represents the convergence process of the WOA.
As can be seen from Figure 27, IWOA is solved at the 31st iteration, while the WOA is not
solved until the 46th iteration. The solution accuracy of the IWOA is better than that of
the WOA.

Figure 27. Convergence curve.

The cost of the IWOA and WOA to solve the location selection model is compared, as
shown in Table 8. It can be seen that the site selection results solved by the IWOA have
obvious advantages in terms of cost reduction and carbon emission reduction.

Table 8. The cost comparison between the IWOA and WOA to solve the location model.

Algorithm
Objective
Function

Value/Yuan

Annual
Construction

and Operation
Cost/Yuan

Time
Costs/Yuan

Penalty
Item/Yuan

Carbon
Emission/kg

IWOA 1,267,585 666,791.3 240,545.8 360,247.5 76.13818
WOA 1,279,366 591,305.1 255,334 432,726.5 80.818954

Figure 28 shows the distribution of the charging stations. The yellow dots in the figure
are the 19 charging service stations and the blue dots are the charging demand stations.

From Table 8, we know that when 19 charging stations are built, the carbon emissions
of electric taxis going to charging stations will be 76.13818 kg. Meanwhile, we calculate the
carbon emissions generated when fuel taxis are used instead of electric taxis to travel the
same distance according to Equation (15) as 80.9974 kg. Obviously, electric vehicles have a
positive effect on reducing carbon emissions.
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Figure 28. Locations of the charging stations.

6. Conclusions

This paper takes Shenzhen as the research object to analyze the site selection of electric
vehicle charging stations in cities considering charging demand. By mining vehicle travel
data and modeling electric vehicles, a data-driven approach to determine the spatial and
temporal distribution of fast charging demand for electric vehicles is proposed. Various
factors were considered in the location selection model to reduce the cost of building
charging stations and reduce carbon emissions. The following conclusions are drawn
through the simulation experiment:

(1) A charging station location model considering dynamic charging demand is proposed.
Through the analysis of vehicle trajectory, the user travel activity chain and the
charging model of a single electric vehicle are established. Then a Monte Carlo
simulation is used to simulate the trip and charging process of electric vehicles. The
basic events of the simulation are a series of random events generated in a way that
conforms to the probability distribution of real event characteristics, which reduces
the number of model parameters and improves the usability of the model. Through
analysis, it is found that the time distribution of charging demand is phased. The travel
law affects the driving characteristics and charging characteristics of electric vehicles.
The fast-charging demand load of electric vehicles is uneven in time distribution and
regional in spatial distribution.

(2) Considering the interests of users and enterprises, a site selection model aiming at the
minimum comprehensive cost is established. The influence of the number of stations
on carbon emission is considered. The results show that when the number of charging
stations in the model is set to 19, the cost is the minimum and the energy saving and
emission reduction effect is good. Finally, the carbon emissions of electric vehicles
and fuel vehicles are explored when they complete the same journey. The experiment
shows that electric vehicles have a better carbon reduction effect than fuel vehicles.

(3) An improved whale optimization algorithm based on a hybrid strategy is proposed.
The benchmark function test shows that the IWOA is better than the WOA, PSO, GSA,
and DE. Moreover, when solving the location model, the IWOA can obtain higher
accuracy and iterate 15 times less than the WOA. The effectiveness of the proposed
algorithm is further verified.

The methods and research results proposed in this paper have certain guiding signifi-
cance for the location optimization of public charging stations. However, this study still
has certain deficiencies and problems in some aspects. For example, traffic congestion is
not considered in the modeling process. In the road traffic system, the coexistence of pure
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electric vehicles and other types of vehicles should be considered, and the impact of road
traffic flow on site selection should be emphatically analyzed. At the same time, there is a
lack of connection with the power grid in the location model. Next, we will continue to
refine the charging demand prediction model and explore the impact of charging load on
the grid and transportation network. We are committed to the in-depth exploration and
research of electric vehicle charging demand forecast and site selection optimization.
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Appendix A

Figure A1. The convergence curve for solving F1.

Figure A2. The convergence curve for solving F2.
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Figure A3. The convergence curve for solving F3.

Figure A4. The convergence curve for solving F4.

Figure A5. The convergence curve for solving F5.
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Figure A6. The convergence curve for solving F6.

Figure A7. The convergence curve for solving F7.

Figure A8. The convergence curve for solving F8.
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Figure A9. The convergence curve for solving F9.

Figure A10. The convergence curve for solving F10.

Figure A11. The convergence curve for solving F11.
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Figure A12. The convergence curve for solving F12.

Figure A13. The convergence curve for solving F13.

Figure A14. The convergence curve for solving F14.
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Figure A15. The convergence curve for solving F15.
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