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Abstract: A convolutional neural network (CNN) was designed and built on an embedded building
lighting control system to determine whether the application of CNN could increase the accuracy of
image recognition and reduce energy consumption. Currently, lighting control systems rely mainly
on information technology, with sensors to detect people’s existence or absence in an environment.
However, due to the deviation of this perception, the accuracy of image detection is not high. In
order to validate the effectiveness of the new system based on CNN, an experiment was designed
and operated. The importance of the research lies in the fact that high image detection would bring
in less energy consumption. The result of the experiment indicated that, when comparing the actual
position with the positioning position, the difference was between 0.01 to 0.20 m, indicating that the
image recognition accuracy of the CNN-based embedded control system was very high. Moreover,
comparing the luminous flux of the designed system with natural light and the designed system
without natural light with the system without intelligent control, the energy savings is about 40%.

Keywords: artificial intelligence; convolutional neural network; embedded system

1. Introduction

With the development of the Internet of Things technology, the demand for energy
savings and comfortable lighting environments has become stronger. Currently, lighting
control systems rely mainly on information technology, with sensors to detect people’s
existence or absence in an environment. However, due to the deviation of this perception,
the accuracy of image detection is not high, and the recognition failure would cause
operation errors and energy waste. The present research attempted to solve the problem by
designing an intelligent lighting control system based on the CNN software built into an
embedded lighting system.

The concept of CNN is relatively new, especially in the field of building lighting control.
In machine learning, CNN is a type of artificial neural network where the individual
neurons are tiled with the overlapping regions in the visual field to recognize images and
objects and thus classify the input, such as biological processes. An embedded system is
an intelligent micro-control platform embedded with a specific chip in a computer to deal
with various control tasks. The embedded system is selected because it is comparatively
small and convenient to control the lighting system, either manually or automatically, in a
remote area.

An experiment was constructed based on the design to validate the effectiveness of
the CNN-based system. The article started by introducing background information and
related work, followed by a detailed description of the design. Some underlined principles
and calculations were made in the design to serve as a modest spur for further research.
Then, the experiment was constructed to find out how the designed system worked. Data
analysis and discussion were made before concluding.
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2. The Background and Related Work
2.1. Background
2.1.1. Embedded System

An embedded system is an intelligent micro-control platform embedded with a specific
chip in a computer to deal with various detective tasks. Since 2014, NVIDIA has developed
a series of embedded modules, such as Jeston TK1 and TK2, Nano and so on, and currently,
Jesto is the most widely used embedded intelligent processor to recognize human faces
and behavior.

2.1.2. CNN

In machine learning, CNN is a type of deep learning artificial neural network where
the individual neurons are tiled with the overlapping regions in the visual field to recognize
images and objects and classify the input, such as real biological processes. The purpose
of applying CNN to recognize images is to extract a minutia of input pictures to replace
the traditional extraction methods that rely on the human-designed minutia operator. The
problem with traditional operators is that it is very complicated and almost impossible
to consider endless scenes for an operator designer, whereas CNN can learn to extract
features of an image automatically through sample training. Moreover, with its special
shared weight structure, CNN can simplify the complexity of multi-layer perceptron, as
each neuron can perceive a part of an image area and transmit it to the higher layer to make
a complete picture. As a result, the accuracy of recognition has greatly increased.

2.2. The Related Work
2.2.1. The Development of Building Lighting Control Methods

Building lighting control is not an area that developed quickly. Nowadays, the manual
control of “on and off ” switches are still widely used at home, in offices, classrooms and
many other places. The motivation for change came from two urgent demands: (1) energy
savings and (2) people’s pursuit of a more comfortable lighting environment. Therefore,
the control methods moved gradually from manual to automatic mode.

2.2.2. Manual Control

There are different types of manual control. Aside from the on and off switches used in
daily life, industrial fields and high-rise buildings, bus control, wireless control and mobile
control are the main control methods. Bus control is often used in industry because of its
high transmission safety, strong anti-interference ability and fast transmission speed [1].
However, there are various problems with bus control, such as more complicated circuits,
more difficult installation and more future maintenance and improvement [2]. Wireless
control solves complicated wiring problems, troublesome installation and its difficulty in
maintenance and improvement in bus control, but only to a certain extent [3]. Given that
the number of lines, layout and controller location can be placed at will, wireless control
has greater flexibility and arbitrariness and solves the trouble of entangled wires in the
control system [4]. With the widespread use of mobile phones, lighting control systems
based on mobile internet connections have become increasingly popular and are gradually
recognized by the market. The advantages of mobile phone control lie in the convenient
remote control of lighting equipment in different regions via a connection to the internet
and the view of a monitor at any time on the mobile phone [5].

2.2.3. Automatic Control

Automatic control can be used almost anywhere. The development of automatic
control is owed to the application of sensors, a device that can receive a signal or stimulus,
such as light, heat, pressure etc., and transmit the corresponding output as an electric or
optical signal to the light control system to recognize images. Now, sensors are widely used
in automatic lighting control systems to regulate monitoring operations and free people’s
monitoring and viewing [6]. Obviously, this is a very common and basic use of sensors.
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The disadvantage is that the degree of automation is not high, and errors occur from time to
time due to the limitation of sensors [7]. There is a great diversity of sensors. For example,
a far infrared sensor can be used to detect movement inside an object [8]. Sound sensors
can detect the frequency and vibration of the received sound by induction [9]. However,
this induction has great uncertainty; thus, it cannot realize the automatic lighting control,
such as when people are inside, the light is on, and when people leave the light off [10].

With artificial intelligence technology and convolutional neural network, modeling
recognition can be realized first so that the model can fully conform to the image charac-
teristics of the objects in the recognition area [11]. Then, according to the characteristics
of the model, it can search engines for the recognized images [12]. After a comprehensive
analysis of the search situation, the identification situation is obtained [13].

2.2.4. Modeling Recognition Technology

Modeling recognition technology is most widely used to recognize relatively simple
images. If the image is more complex, this recognition method will cause recognition
failure or error [14]. Additionally, it is very difficult to analyze the time cost in the model
manually [15]. This is because when the target object shows different sizes in the image, it
will be more difficult to search for the target object; therefore, more time will be needed,
and the energy consumption will be greater [16]. The problem in manual modeling can
be solved by feature matching, for it can reduce the time cost of manual modeling and
greatly decrease the technical difficulties. At the same time, this recognition technology
can detect a relatively small impact on the size of the target object [17]. However, if the
shape of the target object is relatively ordinary and the features are not relatively enough,
the recognition effect of feature matching is not good enough [18].

2.2.5. Deep Learning Technology

Deep learning technology is a relatively advanced artificial intelligence technology
and has developed rapidly in recent years. CNN was developed from deep learning [19].
It has become more popular, and manually calculating digital information has become
unnecessary. This is because computer-backed propagation algorithms can better match
the data parameters and the characteristics of the target images in the model.

With the development of a deep convolution neural network, many researchers have
successfully applied deep convolution neural networks to face recognition, and the best
recognition rate exceeds 99.47%, surpassing the performance of traditional algorithms
and human eyes [20]. As more network layers can obtain the image information of the
target object from different angles, the image information of the target object becomes
complete, and the sound, accuracy and searching effect for images is improved. However,
it is still under development, and the desire for more research and experiments to validate
its effectiveness and efficiency exists [21]. In applying a deep convolution neural network to
face recognition, the training of a deep convolution neural network requires a large amount
of data because it has strong robustness to the changes of face illumination, posture and
expression. Therefore, more experiments on large database images should be conducted
for further verification.

3. Design Details of the Embedded Lighting Control System

Our design proposes an intelligent lighting control system based on CNN within an
embedded platform to realize photoelectric image recognition, with the aim of improving
the accuracy of image detection with the sensor-based system. The details of the design are
explained by considering three aspects: (1) a basic lighting control system; (2) the model of
the distributed system; (3) basic working principles.

3.1. Basic Lighting Control Structure

An intelligent lighting control system is usually used to communicate between the
medium and the network topology. There are mainly five types of topology: (1) bus
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structure, (2) star structure, (3) circle structure, (4) tree-type structure and (5) net-type
structure. The star topology was selected for the present research, as it is more suitable for
the intelligent lighting control system with a central and distributed system. The structure
of the central control system is based on the central processing unit, combined with the
central control node through the network connection of multiple nodes, and then the central
control node issues its commands to the control panel and other equipment in the lighting
control system [22]. Each node then executes it. The specific structure is shown in Figure 1.
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Figure 1. The structure of the centralized lighting control system.

The control system of this structure has the advantages of high control efficiency,
simple problem detection and strong transmission capability. The disadvantage is that
because the control system of this structure mainly relies on the central controller, if
the quality and resources of the central controller cannot be guaranteed, the stability of
the system will be significantly reduced, and the expansion will also be affected to a
certain extent.

The other system is a distributed system, which is mainly composed of a lighting
controller, control panel and monitoring center. In this control system, both the lighting
controller and the control panel have independent units that can process various informa-
tion separately. The control center is the main component of the entire system [23]. The
lighting controller and the control panel process the information and send it to the control
center. The control center interactively converts the information obtained by each node.
The specific structure is shown in Figure 2. Because each node can be operated separately
from the central controller, interactive communication between each node can be carried
out so that the detection and control between the nodes have been strengthened and the
scalability of the control system is significantly enhanced. Therefore, the present design
adopted the distributed system.
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3.2. The Model of Distributed System

The specific feature of the distributed control system is that it is built on a model in
which the independence between the various components of the intelligent lighting control
system is relatively strong, while the multiple servers are managed by the system manage-
ment platform. At the same time, the nodes of each server can work either independently or
together. As each node is connected through the state network, data can exchange through
a distributed communication protocol. In this way, each individual node can be controlled,
and it is convenient for the platform to manage. The specific model of the system is shown
in Figure 3.
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Figure 3. The model of the distributed system.

3.3. Basic Working Principle

As an energy-saving centralized control platform in a building has a large number of
accessible devices, good practicability and a simple operation interface can be achieved.
It is usually separated from other functions, such as equipment. In this way, the platform
is divided into three parts: client, server and design. When users enter the platform, they
need to set the device information through the designer. The client and server can read the
system’s file information and then run it. The system process is shown in Figure 4.
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3.4. The Process of the System

Figure 4 shows the project creation and loading. As demonstrated, a computer user
creates a project profile based on the configuration information to form the loading, where
an occupancy (client) could send his request to the service side. When the equipment
receives the control command, it transfers data to the service to respond to the requirement
of an occupancy.

Figure 5 explains the principle of data collection. A dual collection scheme is set up
to collect data. The first layer acquires data by three agreement types of equipment, the
Modbus, OPC and Zigbee modules, and caches data through data standardization. The
second layer acquires data through a data acquisition interface and acquisitions channel
data to channel data cache. There is an interface and buffer for data to move up and down.
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Figure 6 shows the working principle of an embedded platform. The upper part
displays how the set control platform takes requests from an occupant and processes
data to respond. The lower part displays how the RFID (radio frequency identification
device) tag detects images of occupancy and delivers them to data collection for processing.
Suppose an occupant prefers different light intensity, temperatures and humidity in the
environment. In that case, he could place his request or information on the tag and onto
the platform to adjust the control system for personal comfort or energy savings.

Figure 7 is a diagram of the configuration software scheme, including the components
of generation, operation and information storage. The kept information can be sent to the
project profile and then from the profile for generation.

Figure 8 is a schematic diagram of the data acquisition configuration. It can be seen
that there are two parts, i.e., configuration designer and data acquisition plug-in. The
designer will form channels during data collection from the data acquisition plug-in, and
there is a unified interface in the middle of the platform to connect the designer and
data acquisition plug-in. When the lighting equipment is different, data collection is also
different. When data collection is different, communication protocols are also different.
Therefore, the occupant could adjust the channel according to his needs.
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Figure 9 presents the principle of privilege configuration that permits individual
occupants to delete or add roles in the system. The system has set up the operation authority
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of each role. After logging into the system, the occupant can perform the operation authority
according to the authority verification and setting of the system.
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4. Application of Artificial Intelligence Technology in Intelligent Building
Lighting Control
4.1. The Pre-Processing Steps

Decompose the image by convolving the image function f (x, Y) with the neighborhood
sub-function h(m, n). If the filter function expression is g(x, Y)—the neighborhood sub-
function and the original image volume—the mathematical expression formula of the
product can be expressed as a formula:

g(x, y) = ∑
m,n

f (x + m, y + n)h(m, n) (1)

where g represents the output of the convolution operation, and h represents the
convolution kernel.

The formula of convolution can be expressed as

g = f ⊗ h (2)

The average and variance formulas of the image can be expressed as

µ =
∑I

i=1 ∑J
j=1 pij

I J
(3)

δ2 =
∑I

i=1 ∑J
j=1 (pij − µ)2

I J
(4)

where µ represents the average of an image and δ2 represents the variance of an image.
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Based on the calculation of the average and variance formulas, the image is adjusted,
and the output image g(x, y) formula can be expressed as

g(x, y) =
pij − µ

δ
(5)

The image expansion operation is a convolution operation. Given the image f (x, y),
the convolution p(m, n), and the expansion of the output function is g(x, y), the expansion
calculation formula can be expressed as

g(x, y) = ∑
m,n

f (x + m, y + n)p(m, n) (6)

The convolution expression formula can be

g = f ⊗ p (7)

The image erosion operation is also a convolution operation, which is similar to the
image expansion expression. If the image function expression is f (x, y), the convolution is
(m, n), and the corrosion output function is g(x, y). The corrosion calculation formula can
be expressed as

g(x, y) = ∑
m,n

f (x + m, y + n)s(m, n) (8)

The expression formula of convolution can be

g = f ⊗ s (9)

Moreover, edge detection technology is adopted to optimize an image area, i.e., the
boundary between the background of the edge image and the target object or between
regions. Accurate edge detection is an important pre-processing step for identifying
the target region. Edge detection technology realizes edge detection and extraction by
distinguishing the differences between the background and target (gray, color, texture).
In short, edge detection is used to detect the parts with significant changes in image
characteristics. Firstly, the edge points with significant changes in the gray level are
extracted, and then the boundary discontinuity points are filled, and the edge points are
connected to form a complete line. Most of the edges occur in the part where the gray level
of the image changes significantly, i.e., where the gradient of the image is large. Therefore,
the edge detection of an image is often carried out with the help of derivative operators.
Common edge detection operators include the Sobel operator, Prewitt operator, Robert
operator, Canny operator, and so on. The pixel that is located at the boundary line is located
in the gray-scale change zone. At this time, the edge detector can be used to check the pixel
neighborhood, calculate the gray-scale change rate and determine the gradient direction so
as to realize edge detection.

In this experiment, Canny is used for image edge extraction when performing edge
detection on images. Canny is an edge detection operator. Because this operator can com-
plete the detection of the edge of an image, it can also control the repetitive superposition
of the edge line; therefore, the method can be regarded as the best edge operator in the
current experiment. In order to reduce the noise interference, when performing Canny
edge detection, the image should be filtered. Then, the gradient direction of the image can
be calculated, and the convolution calculation formula can be expressed as

Gx =

−1 0 1
−2 0 2
−1 0 1

 (10)
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Gy =

−1 −2 −1
0 0 0
+1 +2 +1

 (11)

The formula for the magnitude G and direction of the pixel gradient can be expressed as

G =
√

G2
x + G2

y (12)

θ = tan−1(
Gy

Gx
) (13)

4.2. Convolutional Neural Network

The convolutional neural network model is a part of the deep learning model. In this
paper, the convolutional neural network model is used to construct the lighting control
system [24]. It includes a set of convolution layers and pooling layers. A convolutional
neural network can directly identify objects from the original image and realize the invari-
ance of displacement, scaling and distortion by three methods: the local receptive field,
weight sharing and subsampling. At present, the convolutional neural network has become
a research hotspot in academic and engineering circles and is widely used in image and
video processing. In the multi-layer convolutional neural network model, the output of
one neuron usually becomes the input of the next neuron, which is also the activation of
the function. If it is a two-layer neural network structure, the input matrix of the first layer
is X, the weight is W1, the offset is B1, and the output matrix is Y; the input matrix of the
second layer is Y, the weight is W2, the offset is B2, and the output matrix is Z; then, the
following situations can occur:

Y = W1X + B1 (14)

Z = W2X + B2 (15)

The relationship between the output matrix z and the input matrix X can be expressed as

Z = W2(W1X + B1) + B2 = W2W1X + (W2B1 + B2) (16)

Then:
Z = W3X + B3 (17)

The rectified linear unit (ReLU) is an activation function that introduces the property
of non-linearity to a deep learning model and solves the vanishing gradients issue, which
is widely used in convolutional neural networks. The mathematical expression formula of
the Relu function can be expressed as

Relu(x) = max(0, x) (18)

The cross-entropy loss function is also a commonly used component. In general,
according to a certain algorithm, the output is expressed as a vector P, and the first column
pi of P represents the probability value of the input data. If the probability value of the
input data is qi, then the mathematical expression formula of the intersection can be

L =
n

∑
i=1

qi log
1
pi

(19)

where L represents the loss function.
The cross-entropy loss function can react to the error between the probability value and

the true value, so in the multi-layer neural network model, the true probability distribution
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q vector value is 1, and the other values are 0. If the qi value of the jth column of the true
value is 1, then the cross-dimension can be expressed as

L = − log pj (20)

The mathematical expression formula of softmax can be expressed as

Si =
eyi

∑n
k=1 eyk

(21)

5. Design and Implementation of CNN-Based Building Lighting Control System
5.1. System Structure Design

Because the building energy-saving control system requires the characteristics of
safety, practicability and mutuality, it is required to transmit these data in real-time by
using the C/S structure. This structure processes data through a collection of servers, and
the data processing machine and the display screen machine are required to be different
machines so that the system’s normal operation can be guaranteed and the system has
strong scalability [25]. The system mainly includes three main parts: the client, the server
and the designer. The client receives the customer’s requirements, recognizes and parses
the received information and then sends it to the server; the server makes the received
information perform analysis, collects device information, and sends commands to the
controller; the designer customizes the system according to the customer’s requirements
to change background management on the server and client [26]. The three parts are
independent of each other and interfere with each other.

5.2. System Communication Protocol Design

The system communication protocol design is shown in Tables 1–6.

Table 1. Platform and controller communication protocol.

Buf [1] Buf [2] Buf [3] Buf [4] Buf [Lenth] Buf [2]

Data header Control type Area number Device IP Data symbol End instruction
lbyte lbyte lbyte lbyte lengthbytes lbyte

Table 1 shows the communication protocol between the platform and the controller.
The data header is 0 × 54; the control type is 0 multiplied by 1; 0 multiplied by 2 and
0 multiplied by 3; area number refers to the number of specific areas; device address
refers to the font size of the device; data symbol refers to the device location Data
command issued.

Table 2 shows the control command packet (a message fragment) sent by the client to
the server according to the client’s command.

Table 2. Control command packet.

Command Type Project Number Area Number Channel
Number

Control
Commands

2 byte 5 bytes 5 bytes 5 bytes 17 bytes

Table 3 shows the specific situation of the command type.
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Table 3. Command type.

Command Command Name Description

0 × 0 SavData Save the data in the database
0 × 1 Inserte Insert data into the database
0 × 2 Delet Delete data to the database
0 × 3 GetFroDataBase Get data into the database
0 × 4 Modfer Modify data to the database
0 × 5 RealTme Show real-time data
0 × 6 Removee Do not display real-time data
0 × 7 ChannlInfo Channel data information
0 × 8 CkepLive Notification packet
0 × 9 CMDInfoe Client command control
0 × A GetRalData Get instant data
0 × B Alarmnfo Alarm data information
0 × C AlaremOFF Alarm system closed
0 × D UseerLogin User login

Table 4 shows the data packet obtained after searching the server’s data. The command
type is 0 multiplied by 4, which is the information collected in the database.

Table 4. Client data query returns data packet.

Command Type Data

lbyte Length
0 × 4 Data

Table 5 shows the data packets sent and analyzed by the server. The command type is
0 multiplied by 8, which is the data information sent.

Table 5. Channel data packet.

Command Type Data

lbyte Length
0 × 8 Data

Table 6 shows the alarm data obtained by the server. The command type is O multi-
plied by D, which is the alarm data.

Table 6. Event return packet.

Command Type Data

lbyte Length
0 × D Data

5.3. Equipment Selection and System Layout

LED bulbs were selected as lighting equipment, and the brightness of the bulbs could
be adjusted. The color of the bulbs was yellow [27]. Two rooms were selected for the
experiment, and the area and height of the rooms were exactly the same (12.40 M*15 M for
one room), as can be seen in Figure 10. All the walls were not transparent, and the shutters
and vents in the rooms were closed to prevent natural light from entering the rooms. The
RFID readers were positioned on the ceilings of the two rooms. CC25302.4G and RFID
development software, based on CNN on the embedded microprocessor, was applied to
detect and collect the signals of the movement and behavior of occupancy. The power
consumed was less than 400 mW, and the period of the signal delivered could be adjusted.
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Figure 10 indicates the experiment equipment and the layout. It can be seen that the
rectangle on the very left in the figure refers to the labels, the circle refers to the RFID
read/write device, the icon of the lamp refers to LED light, the dotted line (—) refers to
user/occupant A’s route, the dots (.....) refer to user/occupant B’s route, and the triangle
refers to the illuminance meter hidden at Doors 2 and 4.

The system must identify the location of the equipment in order to operate the light-
ing control schemes. Therefore, the specific location of each device must be placed into
the system in advance [28]. In the experiment, six laptop computers were used as client
servers with double dual-core processors. Among them, two worked as regional deci-
sion servers, and the other two were regional application servers. The other two lap-
tops were the decision center and primary application servers. The laptops adopted the
Windows 7 operation system, with 4 G of memory and a 500 G hard disk. The server
deployment positions can be seen in Figure 11.
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5.4. The Implementation of the Experiment

When the experiment began, user A was asked to walk in and around the room from
Door 1 and walk out of the room from Door 2, as can be seen from the direction of the
arrow. User B was supposed to walk in from Door 3 and out from Door 4. Unfortunately,
he followed A and walked in from Door 1 and out from Door 2. The system collected the
signals of both of them, as shown in Figure 10.
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6. The Analysis and Discussion
6.1. About the Accuracy of the Recognition

Figure 12 indicates the way that users A and B walked from the system. As mentioned
above, there are three routes for each user. The black line indicates the actual route that
users A and B walked, the red line indicates the positioning route obtained from the
designed system on the computer, and the blue line indicates the computer-predicted route.
Obviously, the three routes from both A and B were very close and even tangled with each
other throughout the room, proving that the recognition accuracy of the designed system
was very high.

Electronics 2023, 12, x FOR PEER REVIEW 15 of 19 
 

 

 
Figure 12. Users’ positioning results. 

The high accuracy can also be demonstrated by Table 7, in which the exact number 
of the actual locations, positioning positions and forecast locations of A and B at nine time 
nodes, i.e., 2, 5, 9, 13, 17, 21, 25, 27, 33, was provided. It can be seen that two numbers were 
collected at each point for the three positions of A and B. Take the first line of data, for 
example: at node 2, user A’s actual locations were 4.16 and 3.18, positioning positions 
were 4.17 and 3.32, and forecast locations were 3.97 and 3.85. The same is true for user B. 
If a comparison was made to the actual positions (4.16 and 3.18) and positioning positions 
(4.17 and 3.32), it becomes very obvious that the numbers’ differences between them were 
as small as 0.01 and 0.14. Therefore, it could double prove that the recognition accuracy 
of the designed system is very high and the deviation of accuracy is very small. 

Table 7. Comparison table of user’s actual location and measurement location. 

Time 
User A Location User B Location 

Actual Location 
Positioning 

Position 
Forecast 
Location 

Actual 
Location 

Positioning 
Position 

Forecast 
Location 

2 (4.16, 3.18) (4.17, 3.32) (3.97, 3.85) (13.04, 2.68) (13.14, 2.78) (12.91, 3.14) 
5 (3.52, 5.32) (3.64, 5.46) (3.37, 6.27) (12.72, 5.07) (12.87, 5.32) (13.14, 4.52) 
9 (3.05, 8.08) (3.11, 8.35) (2.98, 9.14) (14.37, 7.61) (14.43, 7.88) (15.17, 8.18) 
13 (4.32, 10.51) (4.41, 10.66) (5.02, 11.09) (16.21, 9.36) (16.01, 9.37) (15.64, 9.28) 
17 (7.24, 10.47) (7.47, 10.76) (8.19, 10.52) (14.01, 10.18) (14.29, 10.41) (13.58, 10.46) 
21 (9.93, 9.28) (10.13, 9.56) (10.81, 9.22) (11.01, 10.21) (11.27, 10.31) (10.57, 10.19) 
25 (12.22, 7.22) (12.37, 7.43) (12.85, 6.83) (8.38, 9.52) (8.47, 9.66) (7.78, 9.38) 
29 (13.57, 4.58) (13.68, 4.78) (13.97, 4.09) (6.03, 7.78) (6.28, 7.84) (5.78, 7.28) 
33 (13.88, 2.04) (14.01, 2.31) (13.85, 3.04) (4.71, 5.41) (4.72, 5.42) (4.38, 4.77) 

6.2. About the Energy Saving 
After the analysis of accuracy, energy savings is the other purpose of the present 

research. Table 8 presents the illuminance and luminous flux of the lamp at nine time 
nodes, mentioned in Table 7. Again, take the first line as an example for an explanation. 
When A and B appeared at node 2, the actual position illuminance was 61.4 lux for A and 

Figure 12. Users’ positioning results.

The high accuracy can also be demonstrated by Table 7, in which the exact number of
the actual locations, positioning positions and forecast locations of A and B at nine time
nodes, i.e., 2, 5, 9, 13, 17, 21, 25, 27, 33, was provided. It can be seen that two numbers
were collected at each point for the three positions of A and B. Take the first line of data,
for example: at node 2, user A’s actual locations were 4.16 and 3.18, positioning positions
were 4.17 and 3.32, and forecast locations were 3.97 and 3.85. The same is true for user B. If
a comparison was made to the actual positions (4.16 and 3.18) and positioning positions
(4.17 and 3.32), it becomes very obvious that the numbers’ differences between them were
as small as 0.01 and 0.14. Therefore, it could double prove that the recognition accuracy of
the designed system is very high and the deviation of accuracy is very small.

Table 7. Comparison table of user’s actual location and measurement location.

Time
User A Location User B Location

Actual
Location

Positioning
Position

Forecast
Location

Actual
Location

Positioning
Position

Forecast
Location

2 (4.16, 3.18) (4.17, 3.32) (3.97, 3.85) (13.04, 2.68) (13.14, 2.78) (12.91, 3.14)
5 (3.52, 5.32) (3.64, 5.46) (3.37, 6.27) (12.72, 5.07) (12.87, 5.32) (13.14, 4.52)
9 (3.05, 8.08) (3.11, 8.35) (2.98, 9.14) (14.37, 7.61) (14.43, 7.88) (15.17, 8.18)

13 (4.32, 10.51) (4.41, 10.66) (5.02, 11.09) (16.21, 9.36) (16.01, 9.37) (15.64, 9.28)
17 (7.24, 10.47) (7.47, 10.76) (8.19, 10.52) (14.01, 10.18) (14.29, 10.41) (13.58, 10.46)
21 (9.93, 9.28) (10.13, 9.56) (10.81, 9.22) (11.01, 10.21) (11.27, 10.31) (10.57, 10.19)
25 (12.22, 7.22) (12.37, 7.43) (12.85, 6.83) (8.38, 9.52) (8.47, 9.66) (7.78, 9.38)
29 (13.57, 4.58) (13.68, 4.78) (13.97, 4.09) (6.03, 7.78) (6.28, 7.84) (5.78, 7.28)
33 (13.88, 2.04) (14.01, 2.31) (13.85, 3.04) (4.71, 5.41) (4.72, 5.42) (4.38, 4.77)
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6.2. About the Energy Saving

After the analysis of accuracy, energy savings is the other purpose of the present
research. Table 8 presents the illuminance and luminous flux of the lamp at nine time nodes,
mentioned in Table 7. Again, take the first line as an example for an explanation. When A
and B appeared at node 2, the actual position illuminance was 61.4 lux for A and 41.4 lux
for B, and the predicted position illuminance was 60.8 lux for A and 40.7 lux. In order to
compare the actual position illuminance (61.4 lux) and the predicted position illuminance
(60.8 lux) for A, it can be seen that the numbers are very close. Then, the luminous flux of
L2 was 191.2 Im; L3, 286.8 Im; L4, 429.2, and so on. The total luminous flux was 3862.3 Im.
Although luminous flux is different, with different qualities and efficiency in LED lamps,
generally speaking, luminous flux ranges from 140–120/W. With 130/w as the divisor, the
energy consumption for 24 lamps was less than 30W. Moreover, the difference in luminous
flux with different lamps meant that the lamps could adjust their brightness automatically
according to the lighting environments. It also means that the occupant could adjust the
brightness of the lighting for his personal needs and comfort.

Figure 13 provides more detailed information on energy consumption. There are three
lines with three colors. The blue line indicates the energy consumption with a combination
of natural light and the designed system, the red line indicates the use of the designed
system without natural light, and the black line indicates no use of the designed system.
The longitudinal axis shows the total luminous flux of the equipment (lamps), and the
horizontal axis shows the time. It can be seen that the black line stands still, with a total
luminous flux of about 11,000 M all the time, while the blue and red lines are very close to
each other, with the blue line slightly lower than the red one, indicating that the combination
of natural light and the designed system consumed the least power. The highest point of
the red line was about 5800 m, appearing at 22 min, and the lowest point of the blue line
was 2300 m at 17 min. For most of the time, the luminous flux stayed at 4500 m. Therefore,
roughly speaking, energy savings is about 40%.
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Table 8. Experimental lighting control data.

Time
Actual Position

Illuminance
(Unit: lux)

Predicted Position
Illuminance (Unit:

lux)
The Luminous Flux of the Lamp (Unit: lm) Total Luminous

Flux (Unit lm)

2
A: 61.4 A: 60.8 L2: 191.2, L3: 286.8, L4: 429.2, L6: 192.8,

L7: 453.3, L8: 463.7, Ll1: 417.9, Ll2: 439.3, L15: 264.4, L16: 337.6, L19: 99.3, L24: 286.8 3862.3B: 41.1 B: 40.7

5
A: 60.6 A: 60.4 L2: 374.2, L3: 465.8, L4: 434.3, L6: 439.7,

L7: 462.8, L8: 226.6, L10: 108.7, L12: 186.3, Ll6: 163.8, L18: 96.3, L20: 464.1, L24: 229.1 3650.8B: 41.3 B: 40.6

9
A: 61.2 A: 59.8 L1: 470.1, L2: 470.1, L3: 468.5, L5: 291.6,

L6: 448.4, L7: 294.6, Ll3: 137.6, L14: 355.2, L21: 206.5, L22: 470.1 3611.8B: 40.8 B: 40.7

13
A: 60.2 A: 59.6

Ll: 462.8, L2: 231.2, L5: 456.4, L6: 424.5, L10: 277.3, Ll3: 350.8, Ll6: 138.1, L17: 287.5, L18: 335.8, L21: 459.6 3423.8B: 40.8 B: 40.9

17
A: 60.8 A: 60.5

L2: 170.2, L3: 237.4, L5: 461.3, L6: 93.7, L9: 463.5, L10: 461.3, L13: 469.3, L14: 126.1, L21: 302.4 2784.4B: 41.1 B: 40.7

21
A: 57.9 A: 58.6 Ll: 112.9, L2: 199.4, L3: 310.8, L4: 287.9 L5: 124.5, L6: 106.4, L7: 271.44, L8: 50, 9, L9: 318.8L10: 136.1, Ll1: 193.1, L12:

226.8, L13: 324.4, Ll4: 154.8, L15: 277.3, L16: 357.3, Ll7: 28.3, Ll8: 15.1, L19: 97.8, L20: 212.5, L21: 30.8, L22: 199.4, L23:
56.5L24: 97.5

4188.5B: 43.3 B: 41.6

25
A: 61.8 A: 60.3

L17: 38.8, L3: 408.7, L15: 456.2, L16: 350.9, Ll8: 459.3, L19: 467.4, L20: 460.4, L22: 321.3, L23: 321.5, L24: 70.4 3354.3B: 40.8 B: 40.2

29
A: 60.8 A: 60.6 Ll4: 31.2, L7: 348.4, L12: 462.4, Ll3: l1.1, L18: 157.8, L19: 463.6, L15: 415.4, Ll6: 196.5, L20: 454.3, L21: 28.4, L23: 460.8,

L24: 464.9L1: 106.5, L2: 310.8, L4: 191.5, L3: l10.6, 3493.8B: 40.8 B: 40.3

33 A: 60.2 A: 60.1
L7: 104.5, L8: 280.8, L5: 216.6, L6: 159.7, L10: 123.4, Ll1: 210.2, L9: 281.5, Ll2: 150.5, L14: 237.7, L15: 271.6, L16: 99.8,

L13: 345.3, L17: 227.8, Ll8: 181.6, L19: 3747, L20: 446.3, L24: 276.3L21: 359.1
L22: 96.3, L23: 254.4,

5414.6
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7. Conclusions
7.1. The Summary of the Design Work

In this research, a convolutional neural network (CNN) was designed and built into
an embedded building’s lighting control system. Currently, lighting control systems rely
mainly on information technology, with sensors to detect people’s existence or absence in
an environment. However, due to the deviation of the perception, the accuracy of image
recognition is not high. The present research aimed at increasing the accuracy of image
recognition and reducing energy consumption.

A review was conducted in Section 2 about previous research and the work done in
building lighting control in order to discover gaps in the design. The process of the design
was described from both theory and practice in Section 3, and the application of the control
system was described in Section 4. In order to validate the effectiveness of the designed
system based on a CNN, an experiment was established, and the process of the experiment
was explained in Section 5. The results of the experiment were analyzed and discussed in
Section 6.

7.2. The Performance of the Experiment

It can be said that the performance of the experiment was satisfactory, as it testified
that the design realized the aims that were established before the work began. It can be
concluded that the outcome of the experiment revealed that, when comparing the actual
position with the positioning position, the difference was between 0.01 to 0.20 m, indicating
that the image recognition accuracy of the CNN-based embedded control system was very
high. Moreover, when comparing the luminous flux of the designed system with natural
light and the designed system without natural light with the system without intelligent
control, the energy savings is about 40%. As the brightness of the light can be adjusted
automatically or manually, clients can adjust the light according to their preference, and
lights can be turned on or off, depending on the existence or absence of people.

7.3. The Shortcomings of the Research

It has been realized that a single experiment may not prove the authenticity and
reliability of the design and the research due to limited time and the experiment method.
Moreover, a comparison should be made with data from other embedded lighting control
systems to establish the differences between the currently used embedded system and the
CNN-based embedded system.

7.4. The Perspectives for Future Work

1. The design and experiment desired more research, as more data is needed to prove
and develop them.

2. More comparative research should be conducted with various building lighting
control methods, including manual, automatic intelligent and pure manual methods.

3. Further research and experiments can be considered regarding the following aspects:

(1) In constructing a convolutional neural network, a slightly more complex net-
work model could be chosen, and the lightweight and operation efficiency of
the software system should be considered so that the system’s recognition and
anti-interference abilities can be further improved.

(2) In order to improve the reliability of image sensing, multi-camera and mutual
verification methods are suggested to evaluate multiple detection results in
the overlapping area of the long-distance field of vision more comprehensively
for the distributed detection from one point to many points.

(3) In order to ensure the recognition accuracy of an image in the presence of a
large occlusion of human activities, the image processing module can be used
to reduce a certain degree of information processing in future research work.

(4) As there is not much low-level development mentioned for the industrial
embedded microprocessor, more effort should be made to optimize the oper-
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ating system to realize the transplantation of the software system for current
mainstream industrial development.
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