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Abstract: This pattern recognition method can effectively identify vibration signals collected by a
phase-sensitive optical time-domain reflectometer (Φ-OTDR) and improve the accuracy of alarms.
An alignment-free end-to-end multi-vibration event detection method based on Φ-OTDR is proposed,
effectively detecting different vibration events in different frequency bands. The pulse accumulation
and pulse cancellers determine the location of vibration events. The local differential detection
method demodulates the vibration event time-domain variation signals. After the extraction of the
signal time-frequency features by sliding window, the convolution neural network (CNN) further
extracts the signal features. It analyzes the temporal relationship of each group of signal features
using a bidirectional long short-term memory network (Bi-LSTM). Finally, the connectionist temporal
classification (CTC) is used to label the unsegmented sequence data to achieve single detection
of multiple vibration targets. Experiments show that using this method to process the collected
8563 data, containing 5 different frequency bands of multi-vibration acoustic sensing signal, the
system F1 score is 99.49% with a single detection time of 2.2 ms. The highest frequency response
is 1 kHz. It is available to quickly and efficiently identify multiple vibration signals when a single
demodulated acoustic sensing signal contains multiple vibration events.

Keywords: distributed acoustic sensing; Φ-OTDR; fiber optic sensing; convolutional neural network;
pattern recognition; connectionist temporal classification; Bi-LSTM

1. Introduction

Fiber optic sensing technology can use backscattered light in optical fibers as an
information carrier to sense and transmit externally changing physical quantities. Among
them, a phase-sensitive optical time-domain reflectometer (Φ-OTDR) is a distributed fiber
optic sensing technology based on the detection of Rayleigh backscatter signals (RBSs) [1],
which utilize optical fibers to measure sounds or vibrations over long distances [2]. A single
device can achieve long-distance [3] and multi-point [4] distributed detection while having
a variety of advantages, such as anti-electromagnetic interference, flame and explosion-
proof, and corrosion resistance [5]. It is widely used in perimeter security [6], pipeline
detection [7], train detection [8,9], etc. According to different implementation methods,
Φ-OTDR can be categorized into two detection methods: direct detection scheme and
coherent detection scheme [10]. The coherent detection scheme allows the demodulation
of the amplitude and phase changes of the Rayleigh scattered light caused by vibrations
through coherent optical detection, which can record the dynamic processes of vibrations
and obtain high-frequency response [11].
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However, two critical problems with coherent detection need to be solved. First,
coherent detection requires demodulating the backscattered light amplitude at each position
on the fiber, determining the vibration position based on the amplitude change, and then
demodulating the phase change at each position, which can result in an excessive amount
of computation in the system. Secondly, the high sensitivity and long monitoring distance
of Φ-OTDR coherent detection can result in high nuisance-alarm rates (NARs). This causes
the subsequent signal demodulation algorithm and pattern recognition processing to be
critical factors in improving the overall detection performance of the system. The electrical
coherent demodulation technique first acquires the beat-frequency optical signal generated
by local and reference light through an optical conversion device. Then, it mixes with
an electrical local oscillator (L.O.) to obtain the signal [11,12]. In contrast, the coherent
digital technique generates a standard signal with the same frequency as the beat-frequency
signal by a computer and finally performs quadrature demodulation [13]. This reduces the
thermal and scattering noise of electronic devices and makes signal processing more flexible,
but how to reduce the computational effort still needs to be solved. After demodulating
the slow time domain signal of the dynamic vibration process, the ability of the system to
effectively distinguish between different vibration events is the crucial issue in determining
whether the false alarm rate can be reduced [14]. Classification and recognition of slow time
domain vibration signals can be divided into traditional time series classification methods
and deep learning methods. Traditional time series classification methods first extract
time domain signal features based on expert experience and then improve the accuracy
of Φ-OTDR for vibration event recognition by applying an appropriate classifier [10]. For
instance, after removing the signal noise using a smoothing filtering method, multiple
features in the signal dataset’s time domain and frequency domain are used to train a
random forest classifier [15]. In addition, features such as empirical mode decomposition
(EMD) [14], Mel-scale frequency cepstral coefficients (MFCC) [16], wavelet decomposition
(W.D.) [17], and wavelet packet decomposition (WPD) [18] can describe the vibration signal
well, and, eventually, combined with extreme gradient boosting (XGBoost) [14], k-nearest
neighbors (k-NNs) [16], support vector machines (SVMs) [19], Gaussian mixture models
(GMMs) [20], and other classifiers can obtain satisfactory classification results. In contrast,
deep learning approaches can automatically extract high-dimensional features, avoiding
the expert knowledge required for human feature extraction and the dependence on the
system’s operating environment [21]. The most direct and effective method is to put the
original or denoised data into a one-dimensional CNN to extract the signal features, as this
is a simple network structure and does not require any transformation or other manual
work [22]. Another approach is to convert the 1D time-domain data demodulated by
Φ-OTDR into 2D image data [23] then extract depth features using a CNN and implement
vibration signal recognition with a classifier. The above deep learning methods do not
use the sequential feature information of time sequences. In contrast, a long short-time
memory (LSTM) network can distinguish different sequential data based on the relational
features of sequences in different time dimensions, which has been studied in many fields,
such as speech recognition [24] and medicine [25]. In Φ-OTDR pattern recognition studies,
vibration signals can be scanned periodically and then divided into fixed-size frames,
which are then fed into a combined detection model of CNN and LSTM for abnormal
vibration identification and localization, where the convolutional part extracts the spatial
image features and the LSTM analyzes the temporal relationship between signals [26]. As
an improved version of LSTM, Bi-directional LSTM (Bi-LSTM) can acquire the context’s
features more efficiently and perform better sequence detection [27]. However, all of the
above methods treat an acquisition sample as a single vibration event, while, for dynamic
time series identification problems, the proportion of valid data in a sample to the overall
data is not fixed, i.e., the position of the label compared to the valid part of the input
sequence is uncertain. To obtain valid data in the sample more accurately, data alignment
becomes an urgent problem, which usually has two solutions: the Hidden Markov Model
(HMM) and the attention mechanism. Along with extracting local structural features, the
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HMM uses statistical methods to mine sequential contextual information in the signal to
identify the sequential state evolution of vibration and can explain the development process
of the occurring event [28]. Besides combining with GMM, the HMM can also accomplish
vibration recognition with depth features extracted by CNN [29]. On the other hand, the
HMM has a condition to be satisfied during training, i.e., the corresponding annotation has
to be predetermined for each frame in the training data. In order to obtain the annotations,
it is necessary to use the existing model to force the alignment between the training data
sequence and the annotated sequence, which is time consuming and often has biases in
preparing these annotations. LSTMs [30], Bi-LSTMs [31], or CNNs [32] that incorporate
an attention mechanism can, without forcing alignment, make the features extracted by
the model focus more on locally valid details of the vibration signal rather than on global
features, which helps to improve the overall recognition rate.

In the above methods, only the same type of vibration source exists in a single vibration
datum. However, various vibration activities may occur together during single datum
acquisition for long-distance vibration monitoring environments. Therefore, the Φ-OTDR
dynamic time series identification problem with multiple vibration sources in a single
detection remains to be discussed as a frequent scenario in Φ-OTDR vibration classification
studies. Based on the above analysis, this problem requires the extraction of features of
signal frames by deep learning methods, combined with non-forced alignment annotation
methods, to form an end-to-end multi-vibration time series classification model. Among
them, connectionist temporal classification (CTC) has been applied in automatic speech
recognition as a non-forced alignment multi-target annotation method [33]. CTC shows
two advantages: it directly labels unsegmented sequences without needing data alignment
and one-by-one labeling; and CTC outputs the predicted probabilities of sequences directly,
thus, forming label sequences without external post-processing [34] can be applied to
end-to-end multi-vibration time series classification.

This paper aims to rapidly demodulate the dynamic process of vibration generation
by Φ-OTDR coherent detection and to identify and localize multiple vibration targets in
a single detection. The model is trained and evaluated with the collected dataset. The
contributions of this study are: (1) the digital coherent detection technique and direct
light intensity detection method of Φ-OTDR are combined to achieve fast demodulation
of the beat-frequency signal phase; (2) an end-to-end multi-vibration time series classifica-
tion method is proposed to identify multiple different vibration targets in one detection;
(3) the effects of different feature extraction networks on the detection performance of
the improved end-to-end model are tested and discussed; (4) the identification method
is complemented when multiple vibrational activities are present in one coherent detec-
tion vibrational signal. The laborious task of aligning a large number of multiple target
sequences is avoided.

This paper is organized as follows: Section 2 describes the hardware system for Φ-
OTDR vibration signal acquisition. The variation rules of the original signal after back
scattering are analyzed. Section 3 illustrates the overall recognition process of the Φ-OTDR
vibration time series and presents the general framework of signal identification. The
theoretical principle of demodulating the vibration time series signal from the original
signal is introduced. The signal pre-processing method is proposed, followed by refining
the recognition model structure for multi-target vibration data. Section 4 focuses on the
experimental preparation, including dataset generation methods, the impact of different
feature extraction network components on data detection performance, and evaluation
metrics. Section 5 discusses the experimental steps and summarizes the experimental
results. The effectiveness of fast digital quadrature demodulation of vibration signals is
verified. In addition, the performance of the improved end-to-end model is compared with
those of other feature extraction networks. The last section summarizes the paper and
directions for future work.
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2. Sensing Principle
2.1. Φ-OTDR of Direct Detection Combined with Coherent Detection

Direct optical intensity detection can effectively determine the location and corre-
sponding time of the vibration signal on the single-mode fiber. The direct optical intensity
signal detection technique has the advantages of simple structure, easy implementation,
and more mature vibration demodulation algorithms. However, coherent detection can
linearly measure external vibration events through phase extraction of coherent signals [35].
This compensates for the direct detection shortage that can only detect backward scattered
light intensity and expands the modulable dimension of fiber optic sensing. Moreover, the
local light in the outlier detection plays the role of coherent signal amplification, which can
improve the signal-to-noise ratio of the detection signal. Therefore, coherent demodulation
methods become the first solution to quantify external vibration events. Signal processing
of moving differential can be employed to measure the broadband acoustic frequency com-
ponents generated by pencil break vibrations [11]. The zero-difference detection technique
with 90◦ optical mixing derives the amplitude and phase of Rayleigh scattered light by the
I/Q demodulation method and experimentally demonstrates dynamic strain sensing [36].

Nevertheless, there is no interferometer structure in coherent digital detection, the
reference signal is generated by digital methods, and the demodulation process is all
realized by software algorithms.

Moreover, after the beat-frequency signal is digitized, the digital signal processing
method can compensate for dispersion and reduce the impact of laser phase noise on the
fiber system and the algorithm is more flexible. However, when demodulating the phase
of RBSs using digital coherence, it is necessary first to demodulate the amplitude of all
collected signals along the fiber and then determine the location of vibration events based
on the amplitude change [37], which results in slow demodulation speed due to excessive
computation and thus affects the real-time alarm performance. The system described
in this paper combines the two detection methods, taking advantage of their respective
advantages, and can achieve rapid demodulation of vibration positions using the direct
detection method while using the digital coherence method to obtain the dynamic process
of vibration changes and thus achieve multi-vibration sequence identification.

As shown in Figure 1a, in the previous work [9], the algorithmic part of the demodula-
tion of vibration signals using light intensity variations is completed based on the statistical
detection principle and enables effective detection of vibration events. The main instru-
ments of the system contain a narrow linewidth laser, an acoustic-optic modulator (AOM),
an AOM driver, an erbium-doped fiber amplifier (EDFA), a photodetector (P.D.), and a
single-mode fiber (SMF) as a vibration monitoring sensor. The synchronous clock source
controls the AOM driver trigger signal and the acquisition moment of the data acquisition
module (DAQ). On this basis, the required instruments for coherent detection are intro-
duced to complete the acquisition of coherent signals. To achieve coherent demodulation
based on intensity detection, a balanced photodetector (BPD) and three optical couplers are
added with the same device setup as above. The DAQ of the dual channel is upgraded. As
shown in Figure 1b, the red part is the same optoelectronic element, and the setup is the
same compared to Figure 1a. The specific process is as follows:

The narrow linewidth coherent laser source is divided into two paths by a 90:10 cou-
pler 1, with 90% of the light used as the detection light and 10% as the local reference light.
The detection light is modulated into pulsed light by AOM with frequency shift. EDFA
increases the peak power of the pulsed light. An optical circulator injects the pulsed light
into the probe single-mode fiber. Due to the elastic scattering effect, Rayleigh backward
scattered light is formed by the interference of pulsed light in the fiber. The backward
Rayleigh scattered light carrying vibration information is treated as the signal light, divided
into two parts by the 3 dB coupler 3. One part is converted by the photodetector from light
intensity to electrical signal, collected by the data acquisition module channel 1. The other
part of the signal light is mixed with the local reference light in optical coupler 2 to form a
beat-frequency signal. The beat-frequency signal is injected into the BPD. The signal from
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the BPD output is sampled by the data acquisition module channel 2. Channel 1 and 2 data
are fed into the algorithm processing module simultaneously. The vibration position is
determined using the light intensity data acquired by channel 1 and the vibration position
fast demodulation method described in Section 3.2. Then, the phase of Rayleigh backscat-
tered light near the vibration position is extracted using the beat-frequency signal data
acquired by channel 2 and the digital I/Q demodulation method described in Section 3.2.
The phase difference change near the vibration position represents the vibration dynamic
change process. The demodulated vibration dynamic time domain sequence is fed into the
end-to-end deep learning model, which completes the identification of multiple vibration
events and label alignment and, finally, outputs the detection results.
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2.2. Raw Data Acquisition Method

From the analysis in Section 2.1, to reduce the time consumption of vibration position
demodulation, all signals in one sampling period are processed using the direct detection
method to demodulate the corresponding vibration position. Then, the backward scattered
light phase at the vibration position is demodulated by the coherent detection method to
extract the dynamic sequence signal at the vibration position quickly.

The optical field of the detection light injected into the single-mode fiber can be
expressed as A(t)exp(j(2πFLt + θ(t))), where A(t) denotes the local reference light ampli-
tude, FL indicates the local reference light frequency, and θ(t) represents the initial phase of
the pulse light.
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As shown in Figure 2, the backscattered light from the 2N scattering points within
the probe pulse light is superposed, and the generated Rayleigh backscattered light can be
expressed as:

ζs(t) = As(t)exp(j(2πFst + θs(t)))∑N
i=−N

√
σi(t)exp(− jθi(t))

= As(t)exp(j(2πFst + θs(t)))
√

σ̂(t)exp(− jθ̂(t))

= As(t)
√

σ̂(t)exp(j
(
2πFst + θs(t)− θ̂(t)

)
)

(1)

where As(t) denotes the Rayleigh backscattered light amplitude, Fs indicates the Rayleigh
backscattered light frequency, θs(t) represents the phase of the Rayleigh backscattered light,
and θ̂(t) means the superposition echo phase. The photodetector output electrical signal
in the fast-time domain can be expressed as Id(t) = ρζsζ∗s = ρA2

s (t)σ̂(t), where ρ denotes
the photoelectric conversion rate. When there is a vibration event around the fiber, the
integrated reflection coefficient σ̂(t) changes in the slow-time domain. The photoelectric
converter outputs this light intensity signal, which is then sampled by the data acquisition
module channel 1.
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Meanwhile, the local reference light ζL(t) = AL(t)exp(j(2πFLt + θL(t))) divided by
coupler 1 is mixed with the RBSs ζs(t) through 1:1 optical coupler 2, where AL(t) denotes
the reference light amplitude, FL indicates the reference light frequency, and θL(t) represents
the phase of the reference light. The optical power of the two-path interference light output
from the coupler is:

Pa = σ̂(t)A2
s (t) + A2

L(t) + 2
√

σ̂(t)As(t)AL(t)cos(∆ωt + ∆θ(t)) (2)

Pb = σ̂(t)A2
s (t) + A2

L(t)− 2
√

σ̂(t)As(t)AL(t)cos(∆ωt + ∆θ(t)) (3)

where ∆ω = 2π(Fs − FL) = 2π∆F, ∆θ(t) = θL(t)− θs(t)− θ̂(t) denotes the phase differ-
ence between the local light and the signal light phase. ∆F is the frequency shift introduced
by the AOM. After the two paths of light pass through the BPD, the photocurrent signal
obtained after mixing frequency satisfies the following equation [37,38]:

Ic(t) ∝ 4
√

σ̂(t)As(t)AL(t)cos(∆ωt + ∆θ(t)) (4)

The echo phase θ̂(t) is uniformly distributed [12], and it can be assumed that θ̂(t) = 0
according to the law of large numbers. This signal is sampled by the data acquisition
module channel 2. The strain of the fiber due to vibration leads to the change of ∆θ(t) when
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a vibration event occurs around the fiber. The dynamic process of vibration events can be
detected indirectly by demodulating the phase difference change at the vibration position.

Generally, demodulating ∆θ(t) variation only using digital down-conversion requires
demodulating the amplitude and phase of the backscattered light at all sampling points of
the fiber. The algorithm is computationally intensive. A fast ∆θ(t) variation demodulation
method is demanded, considering the real-time requirements for Φ-OTDR vibration detection.

3. Methodology
3.1. Proposed Framework

For a long-distance multi-vibration signal detection environment, as shown in Figure 3,
to quickly identify multiple vibration sources, the system needs to be processed by three
components: (1) First, the Φ-OTDR described in Figure 1 is used for two channels of raw
data acquisition. The direct detection signal demodulation algorithm is applied to obtain
the vibration position according to the optical pulse detection principle. Then, the phase
change of the vibration position is demodulated using the digital coherence technique,
i.e., the dynamic time series of vibration change. The demodulated sequence is processed
using denoising methods to improve the signal-to-noise ratio and obtain the data to be
classified. The system completes the vibration position demodulation and the dynamic
sequence signal output at this stage. (2) According to the analysis in Section 1, CNN is
the most commonly used and effective signal feature extraction method. The dynamic
sequence signal requires pre-processing before using CNN, including windowing, framing,
and fast Fourier transform operations, to obtain the time-frequency map to be processed.
(3) Finally, all classes of vibration activities are accurately identified by the end-to-end
multi-target detection model. The CNN extracts image features frame by frame to form a
time–frequency image feature sequence. Bi-LSTM, as a sequence context feature extraction
tool, can effectively represent dynamic sequences of vibration signals by employing it in
combination with CNN. Eventually, the vibration events are identified by the automatic
alignment method. Unlike traditional sequence training [28,29], the end-to-end training
and identification process can integrate sequence signal feature extraction, recognition, and
decoding, simplifying the model training process.
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In this application, the raw signals acquired by Φ-OTDR are processed by the vibration
detection unit to generate a dataset. The dataset is then divided into a training set, a
validation set, and a test set. The training and validation sets train and adjust the end-to-
end multi-target detection models. The test set is used to test and evaluate the performance
of all models and then select the best model. The time–frequency images generated from
the real-time demodulated vibration data are transferred to the final selected model to
obtain multiple vibration activity types and locations.
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3.2. Local Digital I/Q Signal Demodulation

When the Φ-OTDR described in Section 2.1 acquires the signals from both channels,
the system first needs to demodulate the vibration signals. This section mainly completes
the vibration detection part illustrated in Figure 3, and the two signals will be transformed
into the dynamic sequence by this method.

Due to the extensive computational effort of digital coherent demodulation, a local
digital I/Q signal demodulation method combining intensity detection and coherence
detection is employed to quickly demodulate the variation of ∆θ(t) in the slow-time domain
to achieve fast demodulation of dynamic vibration sequences. As shown in Figure 4, firstly,
the vibration position is demodulated using the data collected by channel 1. Secondly, the
phase changes brought by the data acquired by channel 2 are demodulated via digital I/Q.
As a result, the dynamic change process of the final vibration event is obtained.
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To determine the location of the vibration event, measuring the change in the data
collected by channel 1 in the slow-time domain is necessary. Therefore, Mp optical pulses
are used in one detection scan. The backscattered light is converted to electrical signals
by P.D. and then sampled by the data acquisition module to form a two-dimensional
data matrix. The rows represent fast-time-domain signals, i.e., the light intensity data of
the backscattered light caused by the same pulse light at different fiber locations. The
columns represent the slow-time-domain signals, i.e., the information on the variation of
the backscattered light intensity obtained by using different optical pulses at the same fiber
location. In the slow-time domain, the detection data obtained from one scan at the exact
position are X =

[
x0, x1, · · · xm, · · · xMp−1

]
. Mc statistics X′ =

[
x′0, x′1, · · · x′i , · · · x′Mc−1

]
are

obtained after M consecutive data noncoherent integration, where Mc = Mp−M− 1−Mg,

x′i = ∑M−1+i
m=i

(
xm − xm+Mg

)
, i ∈ [0, Mc − 1] (5)

Mg denotes the pulse canceller interval. By judging the value of x′max = max(X′)
and also adjusting the coincidence detection parameter K to improve the reliability of the
detection decision, the sampling point n∗ corresponding to the location of the vibration can
finally be obtained [9].

The above process is the direct detection in Figure 3. On this basis, phase acquisition
is achieved by digital I/Q demodulation, i.e., digital coherent, as shown in
Figure 5. The N discrete data Y(n) = E(n)cos(∆ωn + ∆θ(n)), n ∈ [0, N − 1], collected
by channel 2, in one detection are mixed with two quadrature digital reference sig-
nals, cos(∆ωn + ϕ), sin(∆ωn + ϕ), and a set of quadrature signal, cos(∆θ(n)− ϕ)/2,
− sin(∆θ(n)− ϕ)/2, about ∆θ(n) is obtained after low pass filter. There is no abrupt
change between adjacent phases, and the phase information ∆θ(n)− ϕ is solved using
the Arctangent algorithm. The value of the variation between the phase difference at
the vibration position n∗ and the phase difference at the adjacent position is obtained
as (∆θ(n∗)− ϕ) − (∆θ(m)− ϕ) = ∆θ(n∗) − ∆θ(m), which is independent of the phase
ϕ of the quadrature digital reference signal. In one detection scan, Mp sets of discrete
data Yj(n), j ∈

[
0, Mp − 1

]
to be demodulated are obtained through Mp detection pulses,
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while quadrature digital reference signals with fixed phase ϕ can be generated when the
digital I/Q method is used. Therefore, to save the demodulation time of the dynamic
vibration sequence, based on the vibration position available through the data of chan-
nel 1, the coherent optical phase θ̂ =

(
∆θ(n)− ϕ, · · · , ∆θ(n∗)− ϕ, · · · , ∆θ

(
n + Np

)
− ϕ

)
of only Np neighboring sampling points at the vibration position can be demodulated
in a set of detection data using the digital down-conversion method described above,
thus the phase difference ∆θ̂ = ∆θ

(
n + Np

)
− ∆θ(n) at the vibration position neighbor.

The vibrational dynamic sequence ∆θ̂ =
[
∆θ̂0, ∆θ̂1, · · ·∆θ̂m, · · ·∆θ̂Mp−1

]
of length Mp

can be obtained in one scan. Finally, the moving average method with a sliding step of
Ma is used to achieve the noise reduction process, resulting in Mp −Ma + 1 data points

θ′ =
[
θ′0, θ′1, · · · θ′i , · · · θ′Mp−Ma

]
, where:

θ′i = ∑Ma−1+i
j=i ∆θ̂ j, i ∈

[
0, Mp −Ma

]
(6)

θ′, the dynamic phase difference change of the Rayleigh backscattered light phase in
the fiber at the vibration position, represents the dynamic vibration process and is applied
to the subsequent multi-target sequence detection.
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3.3. Data Time-Frequency Conversion

As described in Section 3.2, a set of dynamic vibration data θ′ to be detected is obtained
from Mp detection pulses. The vibration features will change over time for non-stationary
signals, especially for sequences containing multiple vibration events. The time–frequency
analysis reflects the variation of the signal’s frequency components and time. The combined
information of the time and frequency domains of the non-stationary signal can be initially
available by time–frequency analysis. On the other hand, as analyzed in Section 2.2,
CNN can automatically extract higher dimensional features. CNN can effectively classify
vibration types based on frequency domain features for sequence data that contain only
a single vibration mode in one sampling [23]. While recognizing multi-target sequences
using CNN, it is necessary to convert the sequence into two-dimensional data in which
the features vary with time. Short-time Fourier transform (STFT) is commonly used for
time–frequency analysis and can convert non-smooth sequences into multicolor images
for CNN training. In addition, multicolor images also help improve feature extraction and
target object detection performance.

STFT(t, f ) =
∫ ∞

−∞
x(τ)w(t− τ)exp(−j2π f t)dτ (7)

Equation (7) formulates the STFT [23], including windowing, framing, and fast Fourier
transform (FFT). Longer non-smooth signals are slidingly truncated by framing, mak-



Electronics 2023, 12, 1617 10 of 25

ing each frame nearly smooth. The non-stationary signal is slidingly truncated by frame
splitting so that each frame is nearly stationary. The window function can reduce the discon-
tinuity of the signal at the edge of the frame and eliminate high-frequency interference and
energy leakage. Each frame is then fast Fourier transformed to generate the time–frequency
diagram in real time to train and test the multi-vibration sequence detection model.

3.4. Recognition Model
3.4.1. CLSTM and CTC

After the data processing process in Section 3.3, the raw data are converted into a
time–frequency diagram containing multiple vibration events. As described in Figure 3, an
end-to-end recognition model needs to recognize the time–frequency diagram to complete
the number judgment and type recognition of vibration events. This section focuses on the
structure of the end-to-end model and the training process of the model.

Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) are
two cornerstones of deep learning research. CNN-based LetNet, AlexNet, and VGGNet
have achieved high recognition rates in image recognition and have been applied in Φ-
OTDR pattern recognition [29]. Variant networks based on RNN, such as LSTM and
Bi-directional LSTM [39], are effective tools for sequence feature extraction. As shown
in Figure 6, the CLSTM combines the two networks and is the sequence target feature
extraction part of the proposed end-to-end recognition model. The main objectives include
detecting the number of targets in the time-frequency diagram, identifying vibration types,
and labeling the order of category occurrence. This subsection introduces the training
process of the CLSTM sequence detection model and analyzes the factors influencing the
recognition performance of the model to provide a theoretical basis for improving the
detection performance of the model. The training process of CLSTM can be divided into
four parts:

1. The CNN layer focuses on extracting image spatial dimensional features, forming
feature maps at different scales employing convolution layers, pooling layers, padding,
activation functions, etc., thereby extracting high-dimensional features. Since the
convolution layer is computed by sliding from left to right on the original image, it
has translation invariance. Therefore, each column of the feature map corresponds to
a perceptual field at the relevant position on the original image in the same order. The
feature map is a sequence of subframe features obtained by sequential operation after
dividing the original time–frequency map into frames.

2. The LSTM layer extracts the temporal dimensional features of the data. Sequences
containing contextual features are extracted by memory gates, forgetting gates, cell
states, etc., eventually forming the sequence of labels to be aligned. The depth and
length of the extracted sequence features depend on the extraction direction of the
LSTM, the number of layers, and the number of hidden layers per LSTM.

3. The transcription layer solves the alignment problem between the label and output of
the neural network. During the model training, the sequence path probability that
matches the label is obtained when the output sequence of LSTM undergoes labeled
path search and B transform. The smaller the value of this probability, the greater the
overall loss of the system.

4. Once the system loss value is acquired, the backpropagation algorithm updates the
parameters of the algorithm module in the first and second steps. So far, an update
iteration operation has been completed. The backpropagation algorithm, including
learning rate, learning rate update method, batch size, etc., will affect the training
speed and final effect. Therefore, to compare different performance metrics of the
models, the parameters of the backpropagation algorithm should be consistent when
training different models with multiple iterations until convergence.
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Different network structures of CNN layers directly affect the extraction of spatial
features. Suitable network structures can extract features better and achieve different scales
of feature propagation to perform feature enhancement, leading to different recognition
results. The convolution operation can extract linearly varying features, while the activation
function completes the nonlinear transformation of the features.

Similarly, different network structures exist for the LSTM, but the foundation is the
LSTM cell structure. The arguments of the LSTM cell will affect the model recognition
results. As shown in Figure 7, The LSTM cell model is a combination of the input feature
xt at time t, the cell state Ct that records the information transfer, the memory gate mod-

ules
∼
Ct and it that record the current state, the forgetting gate ft that filters the current

input information, the output gate ot, and the hidden layer state ht at this time, with the
expression [40]:

ft = σ
(

W f ht−1 + U f xt + b f

)
(8)

it = σ(Wiht−1 + Uixt + bi)
∼
Ct = tanh(Wcht−1 + Ucxt + bc)

(9)

Ct = ft � Ct−1 + it �
∼
Ct (10)

ot = σ(Woht−1 + Uoxt + bo) (11)

ht = ot � tanh(Ct) (12)

The calculation process of LSTM is to forget the information in the cell state and op-
tionally remember the new information so that the valuable information for the subsequent
moment calculation can be passed and the useless information is discarded. The hidden
layer state ht is output at each time step, where ht is the feature state of the time–frequency
map over time. After framing, the hidden layer state can connect the spatial features in the
temporal dimension.
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In the sampled data, the durations of the vibration signal features in the time–frequency
diagram are not consistent with the lengths of the labels, and the locations where the vibra-
tions appear and end are uncertain, which results in the need for automatic alignment of
the feature recognition sequences from CLSTM output.

The CTC criterion and temporal neural network combination can be applied directly to
end-to-end modeling to solve the above problem. The CTC algorithm achieves alignment and
placeholders by introducing a blank symbol. The LSTM outputs different probabilities for all
vibration types at each moment. Different output sequences correspond to different feasible
search paths. The probability of occurrence of any path is p(π|h) = ∏T

t=1 rt
πt , ∀π ∈ L′T, rt

πt
represents the probability that the state is πt at the moment t, and the total length of the
sequence is T. By applying the forward-backward, dynamic programming algorithm, all
paths matching the labels are found. The summed probability is p(l|h) = ∑π∈B−1(l) p(π|h),
where h denotes the output sequence of the LSTM, l denotes the label sequence, and π
is all paths matching the label l after the B transform. The B transform defines that the
blank symbol can self-loop or jump to the next nonblank symbol. Nonblank symbols can
jump to blank symbols in addition to self-looping or jumping to nonblank symbols. Using
the B transform can transform the LSTM output sequence into the recognition sequence.
The recognition sequence can be transformed from the LSTM output sequence using the B
transform. The final loss function can be expressed as follows [41]:

Loss(S) = −ln∏(h,l)∈S p(l|h) = −∑(h,l)∈Slnp(l|h) (13)

where S denotes a batch size in the training set. ∏(h,l)∈S p(l|h) denotes the product of the
probabilities of the correct label output in a given sample S. The loss function quantifies the
difference between the recognition sequence output by the recognition system and the prior
knowledge. During the model training process, the loss function needs to be minimized,
and the smaller the loss function, the higher the probability of the correct label output. The
training process is completed by updating all parameters of the convolutional layer and
the LSTM layer with the calculated loss values and the backpropagation algorithm with
iterative operations until convergence. The training process is completed when the system
can achieve a satisfactory detection rate on the test set.

Based on the above analysis, the network structures of the spatial image feature
extractor CNN and the time dimensional feature extractor LSTM are crucial to the global
detection recognition rate of the system. At the same time, the model’s complexity directly
impacts the time consumption of detection. In the long-distance fiber optic vibration
monitoring, due to the frequent vibration and vibration type changing, the CNN and LSTM
structure of the model should be designed to meet the high multi-target recognition rate to
reduce the occurrence of false alarms, but also to ensure the real-time requirement of the
system recognition.

3.4.2. Beam Search Decoding Function

After the model training is completed, the trained model can be used for data testing.
In the testing process, after passing the recognition model without calculating the loss
function, the data signal time–frequency diagram forms the unaligned sequence. The Beam
Search method can search the maximum probability path of the LSTM output sequence. The
final recognition type sequence is obtained after automatic alignment by the B transform.
The Beam Search dynamic programming algorithm can be employed for the sequence
decoding process [42]. Unlike the greedy decoding strategy, Beam Search does not keep
only the single output with the highest probability of the current step in one-step search
but keeps the top N categories with the highest probability of the current step as the input
state of the next step and iterates to obtain the optimal solution in turn. It is utilized for the
decoding process in model testing and validation.
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After all the methodological processes described above, the system converts the
external vibration information the fiber senses into a time-domain sequence signal through
the hybrid demodulation method in Section 3.2 when vibration exists near the fiber. The
STFT converts the sequence signal into a time-frequency diagram, and the time-frequency
diagram identifies multiple vibration events at once through an end-to-end sequence
classification model. The end-to-end sequence classification model identifies multiple
vibration events from the time-frequency diagram simultaneously.

4. Experimental Dataset Generation and Preparation
4.1. Data Collection

This study applies the Φ-OTDR system described in Section 2.2 with a narrow linewidth
laser (~1.69 kHz), central wavelength of 1550 nm, with a typical output power of 13 dBm.
The AOM frequency shift is 200 MHz. The pulse width is 50 ns, corresponding to a resolu-
tion of 5 m. The optical pulse repetition frequency is 20 kHz, corresponding to a maximum
sensing distance of 5 km. Existing methods have examined the effect of phase difference
demodulation at different frequencies [11,13,36,43], and to illustrate the effectiveness of
the system in detecting vibration signals of variable duration in different frequency bands,
external speakers generate five vibration sources, each consisting of a mixture of two differ-
ent frequencies, simulating vibrations in different frequency bands. Then, vibration data
are collected for model training to verify the model’s performance in identifying multi-
vibration data. One path of backscattered Rayleigh light is injected into the photodetector,
acquired by DAQ channel 1. The other path is mixed with the local reference light in
the optical coupler 2 to form a beat-frequency signal, which is injected into the balanced
photodetector and acquired by DAQ channel 2 with a sampling rate of 1 Gsample/s. The
signal processing part is executed in P.C., including vibration position demodulation and
the digital quadrature Rayleigh backscattered light phase demodulation.

Table 1 shows the five types of vibration sources included in the experiment. The
system collects a total of 8563 data. Type I data indicates that data contain only one type of
vibration source, 1714 in total; Type II data denotes the presence of two vibration sources for
one datum, totaling 3426; Type III data represents three types of vibration sources contained
in one datum, 3423 in total. Each datum contains 1–3 types of vibration sources. As shown
in Figure 8a, ‘-A-D-’ denotes one datum consisting of vibration sources labeled as 1 and
4, ‘-’ denotes empty symbols, and each vibration source has different durations. The data
are recorded using the vibration signal detection method described in Section 3.2 to form
the dataset finally. The dataset is divided into a training set, a test set, and a validation
set in the ratio of 8:1:1, where the training set is used in model training as described in
Section 3.4.1. During model training, the model is tested using the validation set along with
the decoding method described in Section 3.4.2 to select the model with better performance
in different network structures as the final model. Finally, the evaluation metrics of the
models are statistics by the test set.

Table 1. Description of the distribution of different vibration types.

Vibration Source Included Vibration
Frequencies Lasting Time Number in

Type I Data
Number in

Type II Data
Number in

Type III Data Label

A 250 hz, 500 hz 0.1–0.3 s 338 1366 2037 1
B 350 hz, 650 hz 0.1–0.3 s 364 1383 2021 2
C 500 hz, 750 hz 0.1–0.3 s 340 1361 2086 3
D 650 hz, 1000 hz 0.1–0.3 s 330 1356 2046 4
E 250 hz, 750 hz 0.1–0.3 s 342 1386 2079 5



Electronics 2023, 12, 1617 14 of 25Electronics 2023, 12, x FOR PEER REVIEW 14 of 24 
 

 

  
(a) (b) 

Figure 8. Time–frequency diagrams after image pre-processing: (a) data diagram with two vibration 
types of class A and D; (b) data diagram with three vibration types of class E, B, and C. 

4.2. Network Construction 
According to the CLSTM network structure analysis in Section 3.4, nine end-to-end 

models with different network structures are implemented, as shown in Table 2. The dif-
ference between the models is the structural changes of CNN and LSTM. Generally, the 
deeper the CNN network depth, the better the recognition performance of the model [44]. 
However, too many CNN layers also have the problem of degraded recognition perfor-
mance [45]. The network parameters of LSTM, including the number of hidden layers, the 
number of layers, and the direction of network propagation, can affect the recognition 
performance of the model. In addition, a complex model decreases the model’s recogni-
tion speed, increases the memory occupied by the model parameters, and raises the hard-
ware requirements of the device. 

Table 2. Nine end-to-end models are composed of different network architectures. 

Model 
CNN LSTM Transcription 

C2 C3 C6 Number of Hidden Layers Number of Layers Bi-LSTM CTC 
CLSTM1   √ 32 2 √ √ 
CLSTM2   √ 16 2 √ √ 
CLSTM3   √ 64 2 √ √ 
CLSTM4   √ 64 1 √ √ 
CLSTM5   √ 16 1 √ √ 
CLSTM6 √   64 2 √ √ 
CLSTM7  √  64 2 √ √ 
CLSTM8   √ 64 2  √ 
CLSTM9   √ 16 1  √ 

The improved models require a balance between recognition performance and time 
consumption. To compare the effects of different model structures on the performance 
described in Section 4.3, Table 2 lists nine improved models with different network struc-
tures. The above nine models are trained respectively using the training set described in 
Section 4.1 to select the model with the best performance. For the selection of CNNs, three 
CNN networks are self-designed, wherein the C2 network contains two convolutional 
layers and one Maxpooling layer, the C3 network contains three convolutional layers and 
two Maxpooling layers, and the C6 network has six convolutional layers and three Max-
pooling layers. The effect of CNN network depth on the model performance can be dis-
cussed while keeping the LSTM parameters constant. In addition, by comparing the mod-
els with the same CNN network in the list, the impact of LSTM feature extraction in the 
temporal dimension on the recognition performance of the system can be derived. 

  

Figure 8. Time–frequency diagrams after image pre-processing: (a) data diagram with two vibration
types of class A and D; (b) data diagram with three vibration types of class E, B, and C.

4.2. Network Construction

According to the CLSTM network structure analysis in Section 3.4, nine end-to-end
models with different network structures are implemented, as shown in Table 2. The
difference between the models is the structural changes of CNN and LSTM. Generally, the
deeper the CNN network depth, the better the recognition performance of the model [44].
However, too many CNN layers also have the problem of degraded recognition perfor-
mance [45]. The network parameters of LSTM, including the number of hidden layers,
the number of layers, and the direction of network propagation, can affect the recognition
performance of the model. In addition, a complex model decreases the model’s recognition
speed, increases the memory occupied by the model parameters, and raises the hardware
requirements of the device.

Table 2. Nine end-to-end models are composed of different network architectures.

Model
CNN LSTM Transcription

C2 C3 C6 Number of Hidden Layers Number of Layers Bi-LSTM CTC

CLSTM1
√

32 2
√ √

CLSTM2
√

16 2
√ √

CLSTM3
√

64 2
√ √

CLSTM4
√

64 1
√ √

CLSTM5
√

16 1
√ √

CLSTM6
√

64 2
√ √

CLSTM7
√

64 2
√ √

CLSTM8
√

64 2
√

CLSTM9
√

16 1
√

The improved models require a balance between recognition performance and time
consumption. To compare the effects of different model structures on the performance
described in Section 4.3, Table 2 lists nine improved models with different network struc-
tures. The above nine models are trained respectively using the training set described in
Section 4.1 to select the model with the best performance. For the selection of CNNs, three
CNN networks are self-designed, wherein the C2 network contains two convolutional lay-
ers and one Maxpooling layer, the C3 network contains three convolutional layers and two
Maxpooling layers, and the C6 network has six convolutional layers and three Maxpooling
layers. The effect of CNN network depth on the model performance can be discussed
while keeping the LSTM parameters constant. In addition, by comparing the models with
the same CNN network in the list, the impact of LSTM feature extraction in the temporal
dimension on the recognition performance of the system can be derived.
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4.3. Evaluation Metrics

Six statistical metrics are used to quantify the performance of the proposed model
in terms of the time dimension, spatial dimension, and recognition effectiveness, includ-
ing accuracy, F1 score, recall, precision, memory occupied by model parameters, and
inference time.

Concerning the recognition accuracy, the recognition results are divided into four
regions: T.P., T.N., F.P., and F.N. T.P. represents the number of positive samples correctly
identified; T.N. represents the number of negative samples correctly identified; both of the
above are cases of error-free judgment, and the cases for model identification with errors
are further divided into F.P. indicates that the model predicts a positive sample, but the
actual label is a negative sample, i.e., the number of negative samples misreported. When
the label is a positive sample, but the model predicts a negative sample, it is presented
by F.N., i.e., the number of underreported positive samples. Equations (14)–(17) provide
the metrics to measure the effectiveness of model recognition [46]. Precision expresses the
model’s reliability in predicting positive cases, recall represents the ability of the model
to predict all the positive cases, and the F1 score evaluates the above two metrics together.
Next, the portability of the model and the speed of recognition processing are evaluated by
the other two metrics.

Accuracy =
TP + TN

TP + FN + TN + FP
(14)

Precision =
TP

TP + FP
(15)

Recall =
TP

TP + FN
(16)

F1 = 2× Precision× Recall
Precision + Recall

(17)

5. Experimental Procedure
5.1. Experimental Setup

As shown in Figure 9, the effects of different algorithms on various model perfor-
mance metrics are tested by using fast vibration demodulation methods and different
combinations of network structures. Φ-OTDR multi-target sequence recognition system
experiments included:

1. The processing time of the raw data is compared between two methods of fast hybrid
demodulation and global digital I/Q demodulation [13], using piezoelectric ceramics
(PZT) as the vibration source.

2. The effects of different CNN network structures on the model’s overall performance
are discussed. Nine models consisting of CNNs and LSTMs with different structures
are used for training and testing, thus addressing the effect of different network
structures on model recognition performance.

3. The validation set observes the training effect, and the model with satisfactory metrics
in Section 4.3 is selected as the final model. The test set is used to analyze various
performance metrics. In addition, the performance differences between the proposed
CNN network and three classical VGG [44] networks are compared.

4. The sequence data collected by Φ-OTDR contain different lengths and different kinds
of vibrations. An end-to-end model training method is constructed without using
manual forced alignment. The effectiveness of the model for multi-vibration target
recognition is verified.
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The raw data vibration demodulation process uses Matlab to form a multi-target
sequence dataset for model comparison experiments. The end-to-end model training and
testing process is performed on the Ubuntu 18.04 operating system with an InterCore
i7-11700@2.5 GHz processor and an NVIDIA GTX 3090 GPU. The CLSTM model operates
on the PyTorch library (version 1.8.0) and Python (version 3.8).
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5.2. Fast Hybrid Demodulation Method

To verify the time-saving ability and feasibility of the proposed demodulation method,
a PZT is used as a vibration source at 1 km from a single-mode fiber with a total length of
4.8 km. A function generator controls the vibration frequency to produce a standard 250 Hz
sine signal. Two signals are acquired by Φ-OTDR as described in Section 2.2. Method 1
demodulates the phase change by global digital I/Q demodulation only using the data
from channel 2. The proposed method 2, the hybrid demodulation method, first obtains
the vibration position by the direct detection method described in Section 3.2 with the light
intensity signal collected by channel 1 then performs local optical phase demodulation near
the vibration position using the signal collected by channel 2.

Figure 10a demonstrates a waterfall graph of the raw data acquired by channel 1,
where all the raw vibration signals are submerged in the background noise. The pulse
repetition frequency is 20 kHz, the noncoherent integration samples number M is 30,
the number of pulses in a single scan Mp is 800, and the pulse canceller interval Mg is
set to 20. Figure 10b illustrates the vibration position detected by the direct detection
method. Figure 10d presents the dynamic vibration sequence obtained by local digital I/Q
demodulation based on the signal near the vibration position collected by channel 2. The
total time from vibration position demodulation to optical phase demodulation is 0.57 s. In
contrast, the vibration sequence demodulated using the global digital I/Q demodulation
is shown in Figure 10c. The time consumption is 2.35 s, which significantly increases
the computational cost. It is found that the hybrid demodulation method reduces the
time consumption for demodulating dynamic vibration sequences without affecting the
demodulation results. Based on this hybrid demodulation method, a dataset containing
five vibration sources is acquired by the data acquisition method described in Section 4.1
for model training, validation, and testing.



Electronics 2023, 12, 1617 17 of 25

Electronics 2023, 12, x FOR PEER REVIEW 16 of 24 
 

 

11700@2.5 GHz processor and an NVIDIA GTX 3090 GPU. The CLSTM model operates 
on the PyTorch library (version 1.8.0) and Python (version 3.8). 

 
Figure 9. Experimental procedure of the CLSTM-based fiber optic sensing vibration identification 
method (red sections indicate variables). 

5.2. Fast Hybrid Demodulation Method 
To verify the time-saving ability and feasibility of the proposed demodulation 

method, a PZT is used as a vibration source at 1 km from a single-mode fiber with a total 
length of 4.8 km. A function generator controls the vibration frequency to produce a stand-
ard 250 Hz sine signal. Two signals are acquired by Φ-OTDR as described in Section 2.2. 
Method 1 demodulates the phase change by global digital I/Q demodulation only using 
the data from channel 2. The proposed method 2, the hybrid demodulation method, first 
obtains the vibration position by the direct detection method described in Section 3.2 with 
the light intensity signal collected by channel 1 then performs local optical phase demod-
ulation near the vibration position using the signal collected by channel 2. 

Figure 10a demonstrates a waterfall graph of the raw data acquired by channel 1, 
where all the raw vibration signals are submerged in the background noise. The pulse 
repetition frequency is 20 kHz, the noncoherent integration samples number 𝑀 is 30, the 
number of pulses in a single scan 𝑀௣ is 800, and the pulse canceller interval 𝑀௚ is set to 
20. Figure 10b illustrates the vibration position detected by the direct detection method. 
Figure 10d presents the dynamic vibration sequence obtained by local digital I/Q demod-
ulation based on the signal near the vibration position collected by channel 2. The total 
time from vibration position demodulation to optical phase demodulation is 0.57 s. In 
contrast, the vibration sequence demodulated using the global digital I/Q demodulation 
is shown in Figure 10c. The time consumption is 2.35 s, which significantly increases the 
computational cost. It is found that the hybrid demodulation method reduces the time 
consumption for demodulating dynamic vibration sequences without affecting the de-
modulation results. Based on this hybrid demodulation method, a dataset containing five 
vibration sources is acquired by the data acquisition method described in Section 4.1 for 
model training, validation, and testing. 

  
(a) (b) 

Electronics 2023, 12, x FOR PEER REVIEW 17 of 24 
 

 

  
(c) (d) 

Figure 10. Illustration of hybrid demodulation method: (a) original signal waterfall of Rayleigh 
backscattered light intensity detection; (b) result of vibration position demodulation by light inten-
sity variation; (c) phase demodulation result of digital I/Q method; (d) phase demodulation result 
of hybrid demodulation method. 

5.3. Network Training 
After the dataset is generated, CLSTM3 in Section 4.2 is trained as the control group. 

The performance metrics of different network structures for feature extraction are statis-
tics by varying the CNN and LSTM structures in the model. The training set data de-
scribed in Section 4.1 and the loss function described in Section 3.4.1 are used for model 
parameter updates, and the loss function values are recorded. Generally, with a constant 
training set and loss function definition, the more the loss function converges to zero dur-
ing the iteration, the better the model’s overall performance. Considering the reliability 
and generalization ability of the models, each CLSTM network is trained three times, run-
ning 127 epochs each time until convergence. The model with relatively small loss func-
tion values and high overall accuracy in the validation set is selected as the tested model. 
The test set is then used to count the various model performance metrics as described in 
Section 4.3. 

Figure 11 shows the nine different network structure models’ training loss and vali-
dation loss value curves after 127 training epochs. As the number of training epochs in-
creases, both the training loss and validation loss of the models gradually decrease, indi-
cating that the network models can all automatically align and efficiently update the net-
work parameters. However, the data provided during training are multi-category mixed 
vibration data with variable length. To better display the differences in loss values of dif-
ferent models, the loss values from epochs 115 to 127 are selected for detailed comparison. 
Among the nine models, the training loss values of CLSTM6, CLSTM7, and CLSTM9 are 
slightly higher than the other models. The difference between the training loss values of 
the other models is relatively insignificant. 

  
(a) (b) 

Figure 11. Training and validation losses for CLSTM models with nine different network structures: 
(a) training loss values for the nine models; (b) validation loss values for the nine models. 

Figure 10. Illustration of hybrid demodulation method: (a) original signal waterfall of Rayleigh
backscattered light intensity detection; (b) result of vibration position demodulation by light intensity
variation; (c) phase demodulation result of digital I/Q method; (d) phase demodulation result of
hybrid demodulation method.

5.3. Network Training

After the dataset is generated, CLSTM3 in Section 4.2 is trained as the control group.
The performance metrics of different network structures for feature extraction are statistics
by varying the CNN and LSTM structures in the model. The training set data described in
Section 4.1 and the loss function described in Section 3.4.1 are used for model parameter
updates, and the loss function values are recorded. Generally, with a constant training
set and loss function definition, the more the loss function converges to zero during the
iteration, the better the model’s overall performance. Considering the reliability and
generalization ability of the models, each CLSTM network is trained three times, running
127 epochs each time until convergence. The model with relatively small loss function
values and high overall accuracy in the validation set is selected as the tested model.
The test set is then used to count the various model performance metrics as described
in Section 4.3.

Figure 11 shows the nine different network structure models’ training loss and valida-
tion loss value curves after 127 training epochs. As the number of training epochs increases,
both the training loss and validation loss of the models gradually decrease, indicating that
the network models can all automatically align and efficiently update the network parame-
ters. However, the data provided during training are multi-category mixed vibration data
with variable length. To better display the differences in loss values of different models, the
loss values from epochs 115 to 127 are selected for detailed comparison. Among the nine
models, the training loss values of CLSTM6, CLSTM7, and CLSTM9 are slightly higher
than the other models. The difference between the training loss values of the other models
is relatively insignificant.

In contrast, CLSTM1, CLSTM3, and CLSTM4 converge faster than others on the
validation set and have more stable loss values. Since the validation set is defined as a test
set for the training stage, the validation loss values are more indicative of the generalization
ability and performance of the models than the training loss values. This implies that
CLSTM1, CLSTM3, and CLSTM4 perform better than other models. It also illustrates that
there is an effect of different network structures on the recognition effect.
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5.4. Models Performance

Nine models with different network structures are trained through the training process
in Section 5.3. Table 3 counts each model’s prediction performance, number of parameters,
and inference time for the six evaluation metrics described in Section 4.3. The table also
records the number of false and missed alarms on a total of 1947 vibration events for the
907 data points in the test set. Since each experimental data point contains an indefinite
length of vibration types, the number of identification types output by the model after
each data point’s automatic alignment is also indefinite. Therefore, except for the five data
types with different vibration frequencies described above, the symbol ‘0’ is specifically
added as the blank category. When the predicted sequence length is greater than the label
sequence length, i.e., the category is not present in the label but predicted as present, it
can be considered false alarm detection. On the contrary, it can be considered as a missed
alarm when the predicted sequence length is smaller than the labeled sequence length.
The average statistical values of all types in the table are weighted averages to exclude the
statistical influence of blank type on other vibration events.

Table 3. Model performance metric statistics.

Model Type Precision
(%)

Recall
(%)

F1
(%)

Accuracy
(%)

Number of
False Alarms

Number of
Missed Alarms

Parameters
(M.B.)

Inference
(ms)

CLSTM1

All 99.34 99.18 99.26

99.18 8 5 21.6 2.211

A 98.62 99.44 99.03

B 99.75 99.51 99.63

C 100 99.23 99.61

D 99.75 99.5 99.62

E 99.75 99.5 99.62

CLSTM2

All 99.13 98.46 98.79

98.46 18 5 21.3 2.206

A 98.61 98.33 98.47

B 99.51 99.75 99.63

C 99.74 98.72 99.23

D 99.75 98.5 99.12

E 99.23 98.23 98.73



Electronics 2023, 12, 1617 19 of 25

Table 3. Cont.

Model Type Precision
(%)

Recall
(%)

F1
(%)

Accuracy
(%)

Number of
False Alarms

Number of
Missed Alarms

Parameters
(M.B.)

Inference
(ms)

CLSTM3

All 99.64 99.33 99.49

8 2 22.3 2.204

A 99.17 99.17 99.17

B 100 99.51 99.75

C 100 99.23 99.61

D 99.75 99.5 99.62

E 99.75 99.75 99.75

99.33

CLSTM4

All 99.49 99.18 99.33

99.18 9 3 21.9 2.212

A 98.62 98.89 98.75

B 100 99.75 99.88

C 100 99.23 99.61

D 100 99.5 99.75

E 99.49 99.24 99.37

CLSTM5

All 97.47 97.51 97.48

97.51 17 18 21.3 2.197

A 96.48 98.89 97.67

B 98.76 98.52 98.64

C 98.45 98.2 98.33

D 99.75 98.5 99.12

E 98.22 97.98 98.1

CLSTM6

All 96.04 96.71 96.37

96.71 16 30

A 95.1 96.94 96.01

B 98.05 99.51 98.77

C 99.22 97.94 98.58

D 96.56 98.5 97.52

E 98.47 97.98 98.22

1.55 2.05

CLSTM7

All 95.12 96.99 96.04

96.99 7 46 4.93 2.091

A 93.67 98.61 96.08

B 97.11 99.75 98.41

C 99.49 99.23 99.36

D 97.78 99.25 98.51

E 98.5 99.49 98.99

CLSTM8

All 97.93 98.42 98.17

98.42 16 21.9 2.201

A 96.99 98.33 97.66

B 99.02 99.51 99.26

C 100 98.97 99.48

D 98.03 99.5 98.76

E 99.5 99.75 99.62

6

CLSTM9

All 99.47 97.28 98.36

97.28 44 21.3 2.196

A 99.15 96.67 97.89

B 99.8 98.76 99.25

C 99.74 97.43 98.57

D 99.75 98 98.86

E 99.21 95.7 97.42

1

The key performance metrics with the best results are highlighted.
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CLSTM3 has the highest overall precision at 99.64%. Although the precision of type A
vibration with lower frequencies is the smallest among the five types of vibration at 99.17%,
it is also higher than the precision of other models at type A vibration. The precision
of the models is generally higher in vibration types B, C, and D than in the other two
categories. This may be because the system is less effective at demodulating low-frequency
vibrations than high frequency, and both types A and E contain vibrations in that frequency
band. From the model structure perspective, CLSTM5 has the lowest precision of 97.47%
among all models combining C6 networks. However, the precision of CLSTM5 is still 1.43%
and 2.35% higher than that of CLSTM6 and CLSTM7, which contain C2 and C3 network
structures, respectively. This indicates that increasing the depth of the CNN network can
improve the precision of the model. CLSTM1, CLSTM2, and CLSTM3 only differ in the
number of hidden layers, and the precision of the model is improved as the number of
hidden layers increases. Similarly, the comparison of the precision of CLSTM4 and CLSTM5
also shows that increasing the number of hidden layers can improve the precision.

The recall column shows that CLSTM3 remains at the highest with 99.33%. The recalls
of CLSTM1 and CLSTM4 are both 99.18%, while the recalls of the other models are all
below 99%. Likewise, the recalls of the two vibration types, A and E, are generally lower
than those of the other three types. Moreover, it can be noticed that the more vibration the
model misses, the lower the recall tends to be, indicating that the model tends to identify
hard-to-detect vibrations as blanks. It also illustrates that enhancing the recall of the model
can effectively reduce the overall missed alarm rate.

The F1 scores can comprehensively evaluate the precision and recall of the dynamic
sequence detection model. The F1 scores of CLSTM1, CLSTM3, and CLSTM4 are all above
99%. It is observed that there is no correspondence between the F1 score of the model and
the LSTM complexity of the model. For example, compared with CLSTM4, CLSTM1 uses
two layers of Bi-LSTM, but the number of hidden layers per layer is half of CLSTM4, and
the difference in F1 score between the two is not significant. Similarly, CLSTM9 uses a
simpler LSTM network than CLSTM5 and CLSTM8 but has a higher F1 score than the other
two models. In contrast, CLSTM3 has more complex LSTM modules than CLSTM1 and
CLSTM4, while CLSTM3 has a higher F1 score than CLSTM1 and CLSTM4. From the above
observation, the F1 value is not related to the structural complexity of LSTM but to the
suitable combination of hidden layers and the number of layers. However, the structural
complexity of LSTM is related to the number of false alarms: both CLSTM8 and CLSTM9
use C6 and one-way LSTM, but CLSTM8 has a much higher number of hidden layers and
layers than CLSTM9, resulting in 44 false alarms in CLSTM9, which is greater than the
6 false alarms in CLSTM8. Furthermore, CLSTM2 and CLSTM5 have more simple LSTM
structures than CLSTM1, CLSTM3, and CLSTM4, which results in more than 17 false alarms
for all of them, but less than 10 for the other 3 models. This indicates that a reasonable
combination of LSTM arguments can improve the feature extraction ability of the model
for the temporal dimension, thus reducing the false alarm rate of the model.

Back to the accuracy, the accuracy of the CLSTM models with the C6 network structure
is above 97%, which is significantly higher than CLSTM6 with C2 and CLSTM7 with
C3. CLSTM3, which has the same LSTM structure as these two models, even differs in
accuracy by up to 2.62%. With the above analysis, it can be concluded that a suitable LSTM
can improve the model recognition performance when the sample data contain multiple
vibration events. The structure of the CNN has a large impact on the model accuracy. Thus,
a reasonable CNN needs to be designed for different situations to extract the features of
each image frame.

The lower the number of false and missed alarms, the better the model performance.
Overall, although CLSTM3 does not have the lowest number of false and missed alarms,
the sum is the best among the nine models.

Finally, the observation combining the two metrics of memory occupied by the model
and the recognition time consumption reveals that the smaller the memory occupied by the
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model, the less time consuming it is to recognize the vibrational dynamic sequences, but
only with a millisecond-level impact.

In summary, by analyzing the model structure and comparing the nine models,
CLSTM3 can achieve a better balance in each performance metric and identify multi-
vibration sequences quickly.

5.5. Comparison of Models Based on Different CNNs

Through the experiments in Section 5.3, the vibrating sequence recognition model
is trained on the multi-vibrating sequence training set and achieves 99.33% recognition
accuracy. It is analyzed that the CNN structure highly affects the model recognition
performance, so the effect of CNN structure on model performance needs further discussion.
This subsection compares the performance metrics of the proposed CNN structure with
LetNet [47], AlexNet [48], and different VGG networks [44]. Figure 12 shows the accuracy,
recall, F1 score, precision, and inference time of six models using the same LSTM structure.
The CLSTM3 model containing six convolutional layers has the highest precision score of
99.64%, indicating that this model has the best detection confidence for different vibration
frequency classes. The sequence recognition models based on VGG13 and VGG16, which
contain 10 and 13 convolutional layers, respectively, have closer scores on precision, 99.38%
and 99.33%, respectively, second only to CLSTM3. Both VGG-based models consume more
time than CLSTM3 for recognition. The difference between the VGG13-based network and
CLSTM3 in the recall, F1 score, and accuracy is insignificant, but the deeper convolutional
network’s disadvantage is detection speed. Although LetNet and AlexNet are faster than
CLSTM3 in recognition speed, the overall performance is not as good as CLSTM3. In
addition, excessive structural complexity results in an overfitting-like phenomenon, i.e.,
the metrics on the test set decrease instead as the model complexity rises. It illustrates
that the CNN network structure of CLSTM3 is more appropriate for the identification of
multi-vibration target data collected by Φ-OTDR.
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6. Conclusions and Future Work

This paper proposes a fast digital demodulation method of Φ-OTDR dynamic vibration
sequence with single detection and dual acquisition by theoretical analysis of Φ-OTDR
back propagation light intensity detection and coherence detection. It is demonstrated that
combining the advantages of both methods can rapidly demodulate the dynamic vibration
sequences of fiber optic detection. On this basis, variable-length data in different vibration
frequency bands are collected and formed into a dataset for sequence recognition model
training, validation, and testing. The proposed end-to-end vibration sequence recognition
method contains CNN, LSTM, and CTC transcription layers. CTC solves the problem of
automatic alignment of multi-target time series. Using the CNN layer effectively extracts
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the vibration signal time–frequency map features and significantly improves the model
detection accuracy, precision, and other metrics. A properly configured LSTM layer can
extract contextual sequence features and reduce the occurrence of false alarms. Experiments
show that the proposed CLSTM3 model can recognize multiple vibration sequences in
different frequency bands. Compared with the other eight CLSTM models using the same
framework, it achieves a satisfactory balance in various statistical metrics. It outperforms
LetNet, AlexNet, and other classical models containing the VGG structure. In contrast to
traditional sequence recognition methods [28,29], the described method achieves alignment-
free end-to-end training of multiple target sequences with different vibration durations
in the dataset, avoiding laborious manual labeling. The end-to-end vibration sequence
recognition method combines the feature extraction advantages of deep learning and the
sequence automatic alignment of CTC, which is easy to train and can effectively distinguish
vibration sources in different frequency bands.

Future work will focus on updating the hardware system, e.g., by selecting an AOM
with a lower operating frequency, it indirectly reduces the data acquisition card sampling
rate and, thus, the data processing time, optimizing the signal demodulation algorithm for
application to portable detection, optimizing the existing model for collecting more dynamic
vibration signals in practical application environments. As well, further validation of the
model performance in practical scenarios should be done to improve the robustness and
adaptability of the model, aiming to achieve automation of Φ-OTDR vibration recognition
and reduce the false alarm rate of the system.
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Abbreviations

Φ-OTDR Phase-sensitive Optical Time-domain Reflectometer
RBSs Rayleigh Backscatter Signals
CNN Convolution Neural Network
Bi-LSTM Bidirectional Long Short-term Memory
CTC Connectionist Temporal Classification
NARs Nuisance-alarm Rates
L.O. Local Oscillator
EMD Empirical Mode Decomposition
MFCC Mel-scale Frequency Cepstral Coefficients
W.D. Wavelet Decomposition
WPD Wavelet Packet Decomposition
XGBoost Extreme Gradient Boosting
k-NNs K-nearest Neighbors
SVMs Support Vector Machines
GMMs Gaussian Mixture Models
LSTM Long Short-time memory
HMM Hidden Markov Model
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AOM Acoustic-optic Modulator
EDFA Erbium-doped Fiber Amplifier
P.D. Photodetector
SMF Single-mode Fiber
DAQ Data Acquisition Module
BPD Balanced Photodetector
STFT Short-time Fourier Transform
FFT Fast Fourier Transform
RNN Recurrent Neural Networks
P.C. Personal Computer
T.P. True Positive
T.N. True Negative
F.P. False Positive
F.N. False Negative
PZT Piezoelectric Ceramics
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