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Abstract: Language as an abstraction for hierarchical agents is promising to solve compositional
long-time horizon decision-making tasks. The learning of the agent poses significant challenges,
as it typically requires plenty of trajectories annotated with languages. This paper addresses the
challenge of learning such an agent under the scarcity of language annotations. One approach for
leveraging unannotated data is to generate pseudo-labels for unannotated trajectories using sparse
seed annotations. However, as the scenes of the environment and tasks assigned to the agent are
diverse, the inference of language instructions is sometimes incorrect, causing the policy to learn
to ground incorrect instructions to actions. In this work, we propose a self-supervised language-
conditioned hierarchical skill policy (SLHSP) which utilizes unannotated data to learn reusable and
general task-related skills to facilitate learning from sparse annotations. We demonstrate that the
SLHSP that learned with less than 10% of annotated trajectories has a comparable performance to
one that learned with 100% of annotated data. Our approach to the challenging ALFRED benchmark
leads to a notable improvement in the success rate over a strong baseline also optimized for sparsely
annotated data.

Keywords: semi-supervised learning; language grounding; skill learning

1. Introduction

Application areas such as robotics and finance typically involve long-horizon com-
positional decision-making tasks, and natural language as an abstraction for hierarchical
policies is a promising paradigm for solving these tasks. As a type of hierarchical policy that
applies language representations, latent language policy (LLP) maps from a high-level goal
to a sequence of natural language instructions, and then the policy grounds these instructions
into actions. Here, the grounding of a language instruction into actions involves associating
the language instruction with a sequence of actions that reflect its meaning and meet its
requirements. However, existing LLP methods assume either short-time horizon tasks [1,2]
or fully-supervised datasets that include both the mapping from high-level goals to instruction
sequences and the mapping from instructions to actions [3–5]. An annotated trajectory, as
shown in Figure 1, contains a high-level task goal, a set of annotated language instructions
(in red), and alignments between instructions and state–action pairs. As manually annotat-
ing such a dataset is time-consuming and expensive, it is extremely challenging to scale up
such fully-supervised methods in complex environments and long-horizon tasks.

To obviate the need for a large number of language annotations, existing methods
either resort to exploiting supervision with information in various modalities (e.g., a
voxel map) [3,6], pre-trained models [7–10], instructions generated using rule-based tem-
plates [11], or unannotated data [12,13]. The focus of our work is to leverage unannotated
trajectories in a sparsely annotated dataset, in which less than 10% of trajectories are annotated
with natural language instructions to learn an LLP. To achieve this, previous studies [12–15]
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propose utilizing unannotated trajectories through pseudo-label generation [16], which aug-
ments unannotated trajectories with pseudo-instruction labels. Specifically, it labels unan-
notated trajectories with language instructions predicted by a model trained for labeling.
However, as the scenes of the environment and tasks assigned to the agent are diverse, the
inference of language instructions is sometimes incorrect. In this case, the policy learns to
ground incorrect instructions to actions, which deteriorates the performance of the LLP;
this problem is exacerbated as the amount of available annotation decreases. This problem
of overfitting to incorrect pseudo-labels is called confirmation bias [17].
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Figure 1. Semi-supervised LLP learning with sparse language annotations.

To alleviate the problem of confirmation bias, we propose a self-supervised language-
conditioned hierarchical skill policy (SLHSP). The SLHSP exploits unannotated trajectories
by learning a generative model for reusable and task-general action segments called “skills”
through self-supervised learning. The learned skill representation facilitates the grounding
of instructions into action sequences. Instead of labeling skill trajectories (action segments)
with pseudo-labels (instructions) and learning a mapping between the two symbolic spaces
(the space of word sequence and the space of action sequence), the SLHSP grounds language
instructions directly to the internal skill space of the generative model. This internal skill
space is structurally organized and can be seen as a continuous and regularized version of the
symbolic action sequence space. These two properties make the grounding of instruction
efficient, bypassing the need for augmentation to the annotated trajectories and avoiding
the error introduced by incorrect labeling.

Specifically, Figure 1 illustrates the use of unannotated data to learn a latent skill space
for effective grounding of language instruction. As mentioned previously, a sampled skill in
the latent skill space corresponds to an action sequence. Grounding language instructions
into symbolic action sequences is equivalent to first aligning language instructions with
latent skill variables and then decoding the latent skill variables into action sequences by
reusing the learned generative model. The continuous and regularized nature of the latent
skill space makes it data-efficient in aligning instruction features with latent skill variables.
More concretely, this aligning process encodes natural language instruction features into
the same vector space as latent skills. The target feature vector for a given language
instruction is obtained by encoding the corresponding annotated trajectory using the
learned generative model, and this process can be seen as “pseudo-latent label generation”.
The major challenge in learning the aforementioned latent skill space is determining
reusable and general task-related actions’ segments as skills to handle the combinatorial
complexity of the task. To address this challenge, the SLHSP learns a novel high-level
separator policy, supervised by annotated data, to preprocess the unannotated trajectories,
and extracts action sequences that meet the above requirements.
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In the experiments, we show that grounding language to the learned skill space
through the aforementioned skill requires less than 10% of language annotations. The
SLHSP outperforms semi-supervised baselines and shows a performance comparable to
that of existing state-of-the-art methods that utilize additional inputs or prior knowledge in
both training and evaluation. Experiments visualizing the latent skill variable demonstrate
that the learned skills are structurally organized.

The main contributions of this work are summarized as follows.

• We propose a self-supervised latent skill space with reusable and general task-related
skills that can be effectively applied to a wide range of instruction following tasks.

• We propose an annotation-efficient method for the learning of the LLP.
• We propose an efficient grounding method that aligns instructions and learned skills

in a latent space.

2. Related Work

The scarcity of annotated data presents a challenge in handling long-horizon instruc-
tion following tasks. Existing works have extensively studied this issue, either by exploiting
external knowledge (e.g., large language models, human feedback, or pre-defined tem-
plates) or by designing efficient policies to utilize unannotated data. In this section, we first
review previous approaches that solve the scarcity problem by utilizing external knowledge,
and then compare the SLHSP with existing approaches that utilize unannotated data.

2.1. Utilizing External Knowledge

Additional supervisions for training and additional agent observations are two types of
external knowledge. For example, several studies have applied rule-based symbolic plans
as an additional supervision for training [3,4,6]. Existing LLP methods typically provide
step-by-step natural language instructions to actions as additional language observations
to the agent [18–20]. In addition to language observations, [21] uses multiple visual
observations around the agent for better sensing of the environmental state. Depth and
semantic visual information is also utilized to learn a persistent spatial representation (e.g.,
a voxel map) [3,6], which provides the agent with a holistic view of the environmental
state. Contrary to these works, the SLHSP assumes no additional supervisions for training
and additional observations. The SLHSP utilizes unannotated data to reduce the cost of
data annotation.

Large language models (LLMs) have demonstrated success in few-shot learning on vision-
language-related tasks. In vision-language navigation and manipulation tasks, LLMs enable
the agent to reason in novel scenarios using language instructions [10,22]. The inferred
instruction plan can be semantically translated to admissible actions conditioned on existing
demonstrations [7]. Li et al. [8] investigated how LLMs adapt to sequential decision-making
problems, while Huang et al. [9] avoid relying on expert demonstrations by leveraging
language feedbacks. Unlike these works, which ground language instruction into actions
relying on LLMs, the SLHSP utilizes knowledge extracted from unannotated data.

Rule-based semantic parsing converts task goals into symbolic logic expressions which
incorporate prior knowledge from designed rules. For example, the task goal is mapped
to lambda calculus expressions [23] or linear temporal logic [24], and then these template
expressions are interpreted into agent actions through fixed rules. However, instead of
parsing task goals through predefined rules, the SLHSP reasons through natural language
instructions, making it more feasible in environments with complex state and action spaces.

2.2. Utilizing Unannotated Data

Generation pseudo-labels for unannotated trajectories is commonly used to augment
them so that the labeled data can be utilized for supervised learning of the policy. Sharma
et al. [12] proposed learning a model from sparse annotation in order to segment unannotated
trajectories into semantically meaningful segments and label the segments with language
instructions. Combined with the annotated data, the labeled data are leveraged in the
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imitation learning of the language-conditioned policy. Similarly, Xiao et al. [13] analyzed
the generation of pseudo-labels through a pre-trained vision-language model. In the
context of reinforcement learning, existing works relabel collected experiences with ei-
ther a hard-coded [15] or a learned label generator [14]. Instead of labeling unannotated
trajectories with pseudo-language instruction labels, the SLHSP utilizes unannotated tra-
jectories through self-supervised learning to avoid the introduction of errors caused by
incorrect labeling.

Learning modules that generate reusable actions segments are also a promising ap-
proach to utilizing unannotated trajectories, and these modules are typically called skills.
These skills can be learned from unannotated trajectories collected from an expert pol-
icy [20], a suboptimal behavior policy [25,26], or even a random policy [25]. Thus, the
rich source of trajectory data makes this type of method widely applicable. As skills in
LLPs are required to execute language instructions, we categorize these methods according
to how the language instructions are associated with the learned skills. In the context of
reinforcement learning, associating instructions with skills has been studied with either a
teacher policy (e.g., a human teacher) or a rule-based policy that provides instruction labels
as supervision [2,14,27,28], short-horizon tasks [25] or synthetic languages [29]. Contrary
to these works, the SLHSP assumes long-horizon tasks and natural language instructions.
In the context of imitation learning, Lynch et al. [30] associate learned skills with language
instructions through a goal space defined by goal images, and only the image of the final
goal state is used to represent each sampled skill. In contrast, the SLHSP defines skills in
a space wherein each sample is conditioned on the entire trajectory sequence so that it is
applicable for complex tasks whose goal state cannot be fully expressed by a single image.

3. Method

The aim of our work is to learn a latent language policy, which is a hierarchical policy
that applies languages as the intermediate representation, for long-horizon compositional
tasks using only sparsely annotated trajectories. The essential idea through which the
SLHSP will reach this target is the utilization of unannotated trajectories to facilitate
the grounding of language instructions into actions and reduce the number of required
language annotations. To alleviate the problem of confirmation bias [17], the SLHSP avoids
augmenting unannotated trajectories through pseudo-labels, and utilizes these trajectories
by learning reusable skills through self-supervised learning.

Learning reusable skills and grounding language instructions to learned skills are the two
essential processes of the SLHSP. Using only unannotated datasetD, the learning of reusable
skills is formulated by learning general and reusable action segments that can be temporally
composed to solve tasks. The extracted skills are represented by a continuous latent
variable z ∈ Z , where Z is the latent skill space. Given a small annotated dataset Dann,
the grounding of language instructions to learned skills is defined as mapping a language
instruction to a skill distribution over the latent skill space Z so that the sampled latent
skill is decoded into an action sequence that follows the instruction.

The SLHSP has three components, which we will describe in this section: (1) reusable
skill extraction from unannotated data through self-supervised learning, (2) prior skill
adaptation from sparsely annotated data for grounding natural language instructions to
the learned skills, and (3) language plan generation for composing repeated subtasks into
a long-horizon task through natural language instructions. Figure 2 provides a graphical
overview of the SLHSP.
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Figure 2. Architecture of the SLHSP. The skill encoder and decoder are self-supervised on D, while
the skill prior, planner and separator are supervised using annotated trajectories Dann.

3.1. Problem Formulation

The SLHSP aims to solve long-horizon instruction following tasks which are formu-
lated as a Markov decision process (MDP) defined by a tuple {S ,A, T , R, γ} of states,
actions, transition probabilities, reward functions, and discount factors. At each time step,
the agent obtains a state st and outputs an action at, which is executed in the environment,
resulting in the transition to the next state st+1 according to T . The task goal for the agent
is defined by a high-level description written in natural language.

We assume access to two sets of expert trajectories: a large unannotated dataset
D and a small annotated dataset Dann. In the annotated dataset Dann, a trajectory τann

i
is annotated with multiple step-level language instructions {g1, . . . , gj, . . . }, and each
state–action pair in τann

i is aligned with an annotated instruction to form a state–action–
annotation pair {(st, at, gj)}

t=Ti
t=1 , where Ti is the length of τann

i . Here, we define the state–
action sequence aligned with a language instruction as a subtask. Thus, the trajectory τann

i is
segmented into several subtasks, and each subtask corresponds to an annotated language
instruction gj. We use τann,j to denote the jth subtask trajectory in the annotated trajectory
τann

i . For example, a task j with goal Ij = Examine a clock with a lamp in Dann has a set
of language annotations {g1 = Go to the dresser, g2 = Pick up the clock that is on the dresser,
g3 = Hold it up to the lamp, g4 = Turn the lamp on}, and the trajectory τann

j is segmented into

subtasks by sequentially aligning each step with a language annotation {(st, at, gj)}
t=Tj
t=1 .

However, in the unannotated dataset D, both the language annotations and segmentations
are unavailable. As an example, a task i with goal Ii = Turn lamp on to look at clock in D has
only a state–action trajectory τi = {(st, at)}t=Ti

t=1 .

3.2. Reusable Skill Extraction

The basic idea of reusable skill extraction from unannotated trajectories is to learn
a generative model of action sequences (skills) that can be applied across tasks. A skill
am:n is defined as a sequence of actions {am, . . . , an} of variable length. As the learned
skills should be reusable and general, the boundary m and n of a skill in an unannotated
trajectory determines the quality of the extracted skill. As there is no information in D
to indicate the appropriate boundary for skills, the SLHSP resorts to the information in
Dann. Supervised by the annotated subtasks, the SLHSP learns a subtask separator policy
πh,se

ψ (discussed in Section 3.4). The learned separator policy is then applied to preprocess
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the unannotated trajectories, and each task trajectory τ is segmented into multiple subtask
trajectories τ =

{
τ1, . . . , τ j, . . .

}
to help extract reusable and task-general skills.

Inspired by [31], the SLHSP learns a low-dimensional skill spaceZ through a stochastic
latent variable model (see Figure 2) from the segmented trajectories. Formally, assuming
that m and n are starting and ending points of a subtask trajectory τ j determined by the
separator policy πh,se

ψ , encoding the subtask information requires learning an encoder
q(z | sm:n) and a decoder p(sm:n | z), where sm:n is the state sequence from step m to step n.
These two models are learned by using the amortized variational inference [32], and the
objective is to maximize the evidence lower bound (ELBO):

log p(sm:n) ≥ log p(sm:n | z)︸ ︷︷ ︸
Lrec

+β (log p(z)− log q(z | sm:n))︸ ︷︷ ︸
Lreg

. (1)

Here, Lrec is the reconstruction term and β is a hyperparameter used to weight the regu-
larization term [33], which is denoted as Lreg. Note that the reconstruction of the state’s
sequence sm:n depends on the transition probability T of the environment in which the
agent acts. This is because the agent cannot directly determine what the upcoming states in
the future are, but instead affects future states through predicted actions. Considering the
transition probability T (si+1 | si, ai), the reconstruction term Lrec in Equation (1) can be
rewritten as follows:

log p(sm:n | z) = log p(sm)
n

∏
i=m

T (si+1 | si, ai)︸ ︷︷ ︸
transition probability

p(ai | si, z). (2)

On the right-hand side of Equation (2), the transition probabilities are determined by the en-
vironment. This indicates that the skill decoder should reconstruct the subtask trajectory by
predicting actions that result in sm:n. Therefore, optimizing the agent’s parameters accord-
ing to the reconstruction loss in Equation (1) is equivalent to optimizing the following term:

Lrec = log p(sm)
n

∏
i=m

p(ai | si, z). (3)

Replacing the reconstruction loss in Equation (1) with Equation (3), the evidence lower
bound is formulated:

log p(sm:n) ≥ log p(sm)
n

∏
i=m

p(ai | si, z) + β log p(z)− log q(z | sm:n). (4)

With subtask trajectories from the preprocessed unannotated dataset D, the learning of
the skill encoder qφ, parameterized by φ, and the skill decoder pθ , parameterized by θ, is
carried out to maximize the following lower bound:

log p(sm:n) ≥ Eτj∼D,z∼qφ(z|sm:n)

[
log

n

∏
i=m

pθ(ai | si, z) + β
(
log p(z)− log qφ(z | sm:n)

)]
, (5)

where pθ and qφ are modeled as deep neural networks. The prior p(z) is set to be a unit
Gaussian N (0, I). To support the prediction of actions with historical decision information,
the skill decoder pθ(at | st, at−1, z) is augmented with previous action at−1 as an input
when decoding each action. More details about the implementation of the skill encoder
and decoder are discussed in Section 3.5.

As this learning process requires no language annotations, the dataset D can be
collected via automatically generated trajectories through other learned or rule-based
agents. The overall procedure of latent skill space learning is presented in Algorithm 1.
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Algorithm 1: Latent Skill Space Learning

Input: Parameters θ and φ, learning rates αθ and αφ, number of epochs N, pre-trained πh,se
ψ ,

and unannotated dataset D
Output: Learned parameters θ and φ
Initialize the skill encoder φ and the skill decoder θ.
for n← 0 to N do

repeat
τ ∼ D
(τ1, τ2, . . . )← πh,se

ψ (τ) # segment trajectory into subtasks trajectories

for τ j in (τ1, τ2, . . . ) do
(sm:n, am:n)← τ j

z ∼ qφ(z | sm:n)

φ← φ− αφ∇φβ
(
log p(z)− log qφ(z | sm:n)

)
θ ← θ − αθ∇θ log ∏n

i=m pθ(ai | si, ai−1, z)
end

until the last episode τ in D;
end

3.3. Skill Prior Adaptation

Mapping language instructions into action sequences is extremely challenging due
to the complex dynamics and states of the environment. Moreover, the search space of
action sequences increases exponentially with the length of the trajectory. Thus, in such
a large space, grounding language instructions into action sequences is challenging and
requires numerous annotated trajectories to supervise the learning process. To learn from
only sparse annotations, the SLHSP applies the learned skill space Z to the grounding of
language instructions. A language instruction has conditioned the prior skill pρ(z | gj),
parameterized by ρ, it is learned to estimate the distribution of skills that accomplish
the instruction, and the generation of the action sequence is handled by the learned skill
decoder pθ . As illustrated in Figure 2, the target of the skill prior is the posterior distribution,
computed by the skill encoder by encoding the corresponding state trajectory. Thus, the
process of learning the skill prior pρ can be seen as the adaptation of the skill prior to the
posterior qφ. The overall adaptation process is presented in Algorithm 2.

Algorithm 2: Skill Prior Adaptation
Input: Parameters ρ, number of epochs N, learned skill encoder qφ, and annotated dataset

Dann

Output: Learned parameters ρ
Initialize the skill prior ρ.
for n← 0 to N do

repeat
τann ∼ Dann

(τann,1, τann,2, . . . )← τann

for τann,j in (τann,1, τann,2, . . . ) do
(sm:n, gj)← τann,j

ρ← ρ− αρ∇ρDKL

(
qφ(z | sm:n) | pρ(z | gj)

)
end

until the last episode τann in Dann;
end

Specifically, the policy minimizes the Kullback–Leibler divergence between the pos-
terior qφ(z | sm:n) and the language-conditioned skill prior pρ(z | gj) on the following
annotated trajectories:

Ladapt(τ
ann,j) = DKL

(
qφ(z | sm:n) | pρ(z | gj)

)
, (6)
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where the parameters φ of the skill encoder are fixed during the adaptation. Thus, the
skill posterior qφ(z | sm:n) learned from unannotated trajectories stays unchanged, and the
language conditioned skill prior pρ(z | gj) optimizes its parameters ρ to minimize Ladapt:

argmin
ρ

Eτann,j∼DannLadapt(τ
ann,j). (7)

During the inference, the skill prior pρ(z | gj) and the skill decoder pθ(at | st, at−1, z)
together serve as a language-conditioned policy for the SLHSP. As an LLP, the SLHSP uses
this language conditioned policy as a low-level policy that executes planned language
instructions. Formally, this low-level policy is formulated as

πl
ρ,θ = pρ(z | gj)

n

∏
t=m

pθ(at | z, st, at−1), (8)

With the low-level policy πl
ρ,θ , the SLHSP learns a high-level policy that breaks down the

task goal into multiple language instructions; this is introduced in the next section.

3.4. Planning via Natural Language

The high-level policy of the SLHSP serves two main functions: segmentation of
unannotated trajectories into subtasks for latent skill space learning, and decomposition
of the task goal through language instructions into several subtasks for inference. For the
trajectory segmentation, it learns a separator πh,se

ψ (yt | s1:t, a1:t, I), parameterized by ψ, to
estimate the distribution of yt ∈ {0, 1}, indicating whether the step t is the end point of a
subtask. For the generation of natural language instructions, it learns a subtask describer
πh,de

ω , parameterized by ω. The describer policy samples an instruction ĝj as

ĝj ∼ πh,de
ω (gj | g1:j−1, I), (9)

where j is the index of the current subtask.
Specifically, the learning of the separator πh,se

ψ and the describer πh,de
ω are supervised

by limited annotated data in Dann. The describer πh,de
ω (gj | g1:j−1, I) is initialized with a

pre-trained T5-small model [34], following [12]. During the prediction of gj, the task goal
sentence I is concatenated with the previous subtask instructions g1:j−1 to form a single
sequence of words, and then the planner sequentially decodes words of gj by attending
to these input words. For the separator πh,se

ψ (yt | s1:t, a1:t, I), a transformer model encodes
the multi-modal feature sequence, which includes visual features, action features, and
language features, and classifies whether step t is an end of a subtask. However, in
an episode trajectory, there is only a small portion of end points of subtasks, thus the
classification labels are severely unbalanced. This problem is tackled by adding the inverse
class-type frequency of labels as a weight term to the classification loss.

Note that the focus of this paper is to learn and ground natural languages in a latent
skill space that enables semi-supervised learning of an LLP. The specific design of the
describer policy is orthogonal to our work. Consequently, our implementation of the
describer is only an example; it can be replaced with a broad set of policies that decouple
the task goal I into multiple language instructions.

3.5. Network Architectures

In this section, we introduce the key network architectures used by the SLHSP compo-
nents: the separator πh,se

ψ , the skill encoder qφ, the skill prior pρ, the skill decoder pθ , and

the describer πh,de
ω . These components utilize transformer networks [35] as building blocks.

The encoder network, shown in Figure 3a, fuses the multimodal features for the separator
πh,se

ψ , the skill encoder qφ, and the skill prior pρ. The word embeddings of language inputs
are first encoded by a transformer model and then the encoded language features are fused
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with other features through the multimodal transformer encoder. Note that as the agent
in the ALFRED benchmark has no access to the full environment states, but only to the
egocentric visual observations, the skill decoder pθ uses visual observations om:n to esti-
mate the information of sm:n. For the skill encoder and the separator, the encoder network
encodes the visual observations, actions, and task goal as inputs, while for the skill prior,
the encoder network encodes only the language instruction gj. The output feature matrix ht
of the encoder network is then used by linear layers to estimate the distribution of subtask
endpoints (for the separator) or the distribution of skills (for the skill encoder and the skill
prior). We found that the performance of the SLHSP benefits from longer observation
and action history inputs to the decoder, and thus the skill decoder predicts each action
conditioned on the sampled skills z, full histories of observations o1:t and actions a1:t−1.
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Word Embedding
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Figure 3. Network structures. (a) Multimodal encoder network structure of separator πh,seψ, skill
prior pρ, and skill encoder qφ, with different input options illustrated with colored boxes. (b) Skill
decoder network structure with a transformer decoder.

Illustrated in Figure 3b, the skill decoder pθ is implemented as a transformer decoder
network. For each time step, the action embeddings are summed with the observation
embeddings, which are computed based on a pre-trained ResNet18 model [36]. The
summed features are fed as inputs to the transformer decoder and selectively attended to
by the model. The latent code z is directly fed to the second layer multi-head attention of
the transformer decoder. The output of the skill decoder network is the distribution over
the environmental actions, which is discussed in Section 4.4. Finally, the describer πh,de

ω is a
fine-tuned T5-small model, and details can be found in [34].

4. Experiment

Through the experiment, we aim to answer the following questions. (1) Can the
learned latent skill space improve performance on long-horizon tasks? (2) How many
annotations are required to learn the SLHSP? (3) How are language instructions associated
with skills in the latent skill space?

4.1. Dataset

We evaluated the SLHSP and baseline models using the ALFRED benchmark [18],
which has a set of simulated environments with language-instructed long-horizon composi-
tional indoor household tasks. The benchmark provides a dataset of 25 K expert trajectories
(21 K for training), and each expert trajectory is segmented into a composition of several
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subtasks τ = {τ1, . . . , τ j, . . . } (trajectories in ALFRED dataset contain on average 7.5 sub-
tasks), each of which is annotated with a language instruction gj. To construct a sparsely
annotated dataset, the annotated trajectories are sampled from the ALFRED dataset with
subtask segmentations and language instructions, while the unannotated trajectories are
sampled task trajectories only. Typically, the number of annotated trajectories is signifi-
cantly fewer than the number of unannotated trajectories. For instance, 10% of annotated
trajectories contain 2000 annotated trajectories (|Dann| = 2000) and 19,000 unannotated
trajectories (|D| = 19,000). Specifically, the segmented subtasks in the dataset are catego-
rized into eight different types: a navigation subtask (GoToLocation) and several object
manipulation subtasks (Pickup, Put, Cool, Heat, Clean, Slice, Toggle). The training and
validation splits of the dataset in [18] are followed in the experiments, and the validation
split is further divided into seen and unseen folds based on whether the scenes or objects
are shown to the agent during training. The number of trajectories in validation seen and
unseen splits are 820 and 821, respectively.

As mentioned by [12], the annotated instruction for the navigation subtask is collected
post hoc, after the agent has completed the subtask. For instance, it is impossible for
the planner to generate the instruction “Turn right, take a step, turn right again, move to the
microwave”. before the agent has explored the layout of the room. To plan with instructions,
we follow [12], modifying this type of instruction with the template “Go to the [object]”.
After the modification, the above example instruction is written as “Go to the microwave”.

4.2. Baselines

We compared the SLHSP with models that are also designed to learn from sparse
language annotations and inference with only task goals. (SL)3 [12] is a semi-supervised
method that learns a language labeling policy from a small amount of annotated data
and augments unannotated data with language instructions. It is similar to the SLHSP
in terms of learning from sparse annotations. However, the SLHSP bypasses the data
augmentation step by directly grounding the language to a learned latent skill space. A
variant of (SL)3 that uses ground truth segmentations (see [12] for more details), which is
denoted as (SL)3(GT α), is also included as a baseline model. To analyze the improvement
of the data efficiency of language annotation that is caused by our method, the constructed
flat model seq2seq and hierarchical model seq2seq2seq [12] are also adopted as baselines.
The SLHSP and all these baselines apply the same input and output information during
training and inference.

Various state-of-the-art models (including those utilizing extra input information)
for long-horizon instruction following tasks in ALFRED are also included as baselines.
Although these methods have different inputs or training supervisions compared to SLHSP,
they are compared with SLHSP to show the relative performance that can be achieved
with only limited supervision. MOCA [19] and ET [37] use ground truth segmentation
and subtask instruction in both training and inference. Instead of using an egocentric view
of the environment, LWIT [21] takes multiple egocentric views as input to augment the
observation at each step. HiTUT [4] designs unified transformers with self-monitoring and
backtracking mechanisms to achieve strong performance in unseen scenarios. HLSM [3]
and FILM [6] utilize the depth and semantic information of visual observation to construct
a persistent semantic map, which guides the agent with holistic information. EmBERT [5]
fine-tunes a BERT model [38] for language-conditioned long-horizon task completion. Most
of these methods use additional information (e.g., step-by-step instruction, rich visual
information that includes depth and visual semantics) to either supervise the learning
process or facilitate the inference process. A detailed comparison of these models is
reported in Table 1.
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Table 1. Evaluated models in the experiments. ! denotes the use of corresponding attribute, and#
refers to the absence of corresponding attribute.

Model
During Training During Inference

Goals Instructions Segmentations Multi-View Depth Goals Instructions Multi-View Depth

SLHSP (ours) ! ! (10%) ! (10%) # # ! # # #

(SL)3 [12] ! ! (10%) # # # ! # # #

seq2seq [12] ! # # # # ! # # #

seq2seq2seq [12] ! ! # # # ! # # #

E.T. [37] ! ! ! # # ! ! # #

MOCA [19] ! ! ! # # ! ! # #

LWIT (Multi view) [21] ! ! ! ! # ! ! ! #

LWIT (Single view) [21] ! ! ! # # ! ! # #

HiTUT [4] ! # ! # ! ! # # !

HLSM [3] ! # ! # ! ! # # !

FILM [6] ! # ! # ! ! # # !

EmBERT [5] ! ! ! ! # ! ! ! #

4.3. Model Variants

To analyze the data efficiency and the performance of the SLHSP, several variants
of the SLHSP are proposed for comparison. As all the components are indispensable for
the SLHSP to work, instead of analyzing it through ablation studies, these variants are
constructed from the perspective of available training data. In the experiments, different
numbers of annotations are used in the learning of SLHSP. The annotation of a trajectory
comprises two parts: the segmentation of the task trajectory and the annotation of the language
instruction to segmented trajectory segments. The annotated segmentations are for the
learning of the separator policy, while the annotated instructions are for the grounding of
instructions to skills. The annotation setting 10% seg + 1% ann in the experiments denotes
that the fractions of annotated segmentations and instructions are 10% and 1%, respectively.
By default, the SLHSP uses the same number of segmentation and instruction annotations,
and is denoted as SLHSP(x%), where x is the fraction of annotated trajectories. For long-
horizon task evaluation, the language as scaffold between the hierarchy of the SLHSP
allows it to be augmented with other language-conditioned models in a modular way. This
way, some planned instructions can be executed by other language-conditioned models
to improve the overall performance. Similar to [12], the SLHSP augments its navigation
abilities with a rule-based navigator policy with ground-truth environment information to
assist the low-level policy in executing navigation-related subtasks, and the augmented
model is denoted as SLHSP + nav.

4.4. Implementation Details

In ALFRED, the agent’s action space is discrete and consists of 13 different actions,
including five navigation-related actions (MoveAhead, RotateRight, RotateLeft, LookUp, Look-
Down) and seven interaction-related actions (e.g., Pickup, Close, Put, Open, Slice, ToggleOn,
ToggleOff ). To perform interaction-related actions, an interaction mask is required to select
the object in the agent’s view with which to interact. We follow MOCA in obtaining the
object mask by first predicting the object class, and then convert the object class to a mask
in view, through the mechanism of Object-Centric Localization [19]; there are 82 different
object classes.

For the observation space, the visual observation of the agent consists of 300× 300
RGB images. These images are then sent to a frozen ResNet18 model [36] to obtain feature
maps of size 512× 7× 7. The language and action inputs to the agent are encoded through
trainable embedding matrices, whose dimensions are set to 768.

The number of layers of all transformer networks in SLHSP is set to 2, and the number
of heads in all multi-head attention mechanisms is set to 8. For the learning process, both
the skill extraction and skill prior adaptation processes are conducted for 20 epochs with a
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batch size of 8. The optimizer adopted for learning is AdamW [39], and the learning rate is
set to 1× 10−4, which is decayed to 1× 10−5 after 10 epochs of learning. The regularization
weight term β is set to 1× 10−2.

4.5. Evaluation Metrics

Models are evaluated through both online interaction with the environment simulator
and offline comparison with expert trajectories. For the online evaluation, a task goal
is achieved if object positions and state changes meet the requirements of the task goal,
and a subtask is achieved if the object positions and state changes of the subtask are
met, conditioned on the preceding expert sequence [18]. Specifically, the end-to-end task
success rate

vtask =
# achieved task goals

|Deval|
, (10)

where Deval is the dataset of tasks used for evaluation, and the subtask success rate

vsubtask =
# achieved subtasks∣∣∣{τ j

i |τ
j
i ∈ τi, τi ∈ Deval}

∣∣∣ , (11)

are evaluated. The environment is initialized and tasks are defined with the settings
defined in the dataset. As the information used by the evaluated models is different, it
is unfair to directly compare the absolute value of their corresponding success rates. In
Tables 2 and 3, the results of the evaluation are grouped into models that are trained with
sparse annotations and inference with only the task goal, and models that use additional
inputs in either training or inference. The latter group refers to the use of extra inputs, such
as multi-view observation and depth observation, or the use of full set of annotations and
segmentations to supervise the training. For the offline evaluation, the data efficiency is
evaluated following [12], in which the offline success rate score vexact is computed as the
fraction of exact match of the predicted actions

vexact =
|{ât | ât = at, at ∈ τi, τi ∈ Deval}|
|{at | at ∈ τi, τi ∈ Deval}|

, (12)

where ât is the predicted action.
In order to evaluate the effectiveness of an agent in completing a task, the path length

weighted (PLW) score [18] is applied to discount the success rate, according to the relative
path length to the expert trajectory. Formally, the PLW score p is computed as

p =
ŵ

max(w∗, ŵ)
, (13)

where w∗ is the path length (the number of action) of the expert trajectory, and ŵ is the path
length of the predicted path. In Table 2, the path length weighted success rate is obtained
by simply multiplying the PLW score p with the corresponding task success rate vsubtask.

5. Results
5.1. Overall Performance

In this section, we analyze the question of whether the learned latent skill space
improves performance on long-horizon tasks. Table 2 compares the SLHSP with baseline
models that use only sparse annotations, and models that use either rich observations, such
as multiple visual observations and depth information, or ground-truth segmentations and
instructions. In Table 2a, both (SL)3 and SLHSP are trained with only 10% of annotations
(|D| = 19,000, |Dann| = 2000). The seq2seq and seq2seq2seq models are trained with 100%
of annotations (|D| = 0, |Dann| = 21,000). We can see that none of the baseline methods
complete an entire long-horizon task, but the SLHSP is able to successfully accomplish
some tasks in this condition. Notably, the performance of (SL)3 on vtask is mainly affected
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by its navigation ability, as (SL)3 has a relatively low success rate on the GoTo subtask (in
Table 3), and 87% of subtasks in ALFRED are GoTo. (SL)3 improves its performance on
vtask if it is augmented with a rule-based policy for navigation, as reported in Table 2b.
Similarly, when augmenting the SLHSP with a rule-based navigator for navigation, the
SLHSP is on par with some state-of-the-art approaches. Note that as the implementation
details of (SL)3 + planner and (SL)3 + HLSM in [12] are not available, their implementations
are different from our navigator policy. The performances of these augmented models are
affected by the ability of the rule-based policy to both navigate the agent and coordinate
with the learned policy. By comparing “SLHSP + nav (10%)” with the other models in Table
2b, the SLHSP shows that it has the potential to be augmented to demonstrate performance
that is on par with the other state-of-the-art methods.

Table 2. Task success rate vtask evaluation on ALFRED benchmark for models trained with sparse
annotations and additional inputs, reported for seen and unseen folds. Values in parentheses are
PLW success rates p× vtask, and boldface indicates highest in column. “-” denotes unreported scores.

(a) Sparse Annotation

Model Unseen vtask Seen vtask

SLHSP (10%) (ours) 1.2 (0.5) 1.7 (0.7)
(SL)3 (10%) [12] 0.0 (-) -
seq2seq [12] 0.0 (-) -
seq2seq2seq [12] 0.0 (-) -

(b) Additional Inputs

Model Unseen vtask Seen vtask

SLHSP + nav (10%) (ours) 23.7(18.5) 30.9 (24.9)
(SL)3 + planner (10%) [12] 40.4 (-) -
(SL)3 + HLSM (10%) [12] 15.5 (-) -
HLSM [3] 18.3 (-) 29.6 (-)
FILM [6] 20.1 (-) 24.6 (-)
EmBERT [5] 5.7 (3.1) 37.4 (28.8)
LWIT (Multi view) [21] 9.7 (7.3) 33.7 (28.4)
E.T. [37] 7.3 (3.3) 46.6 (32.3)
HiTUT [4] 12.4 (6.9) 25.2 (12.2)
MOCA [19] 5.4 (3.2) 25.9 (19.0)

Table 3. Subgoal success rate vsubtask on an unseen validation fold. The highest values per fold and
subtask are shown in boldface. “-” denotes scores that are not reported.

Model Goto
Pick

up

Put
Cool

Hea
t

Clea
n

Slic
e

Toggle

Avg.

Sparse annotation

SLHSP (10%) (ours) 40 63 45 95 98 43 42 20 56
(SL)3 (10%) [12] 13 50 48 75 74 56 54 32 50
seq2seq2seq [12] 15 29 42 69 58 15 50 32 39
seq2seq [12] 14 20 15 33 64 16 25 13 25

Additional inputs

SLHSP (100%) (ours) 40 66 46 99 100 42 48 31 59
(SL)3 (100%) [12] 15 50 45 82 75 68 55 32 53
LWIT (Multi view) [21] 39 79 66 94 95 68 85 66 74
HiTUT [4] - 71 69 100 97 91 78 58 -
MOCA [19] 32 44 39 38 86 71 55 11 47
E.T. [37] 45 67 66 100 97 91 53 72 74
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Accomplishing the entire long-horizon task is challenging. Additionally, we assess
the ability of models to complete the next subtask, conditioned on the preceding expert
sequence, and report the results of subtask evaluation in Table 3. The SLHSP improves
on vsubtask by 6% compared with the (SL)3. On the navigation subtask GoTo, the SLHSP
shows a marginal improvement of 27% and 25% over the (SL)3 under conditions of 10% and
100% annotations„ respectively. This indicates that navigation-related instructions can be
better associated with action sequences by utilizing learned reusable skills, compared with
directly mapping instructions to action sequences. Compared with the other state-of-the-art
methods, the SLHSP shows comparable performances in most subtask types.

5.2. Data Efficiency

In this section, we analyze the data efficiency of the SLHSP. As illustrated in Figure 4,
the performance scores of the SLHSP models learned with 10% and 100% annotations
are nearly the same, which indicates that only sparse annotations are adequate for the
SLHSP to obtain a reasonable performance. Compared with other methods, the SLHSP
learned with only 5% of language annotations outperforms the (SL)3 learned with full
(100%) language annotations. Moreover, with 40% of language annotations, the SLHSP
receives nearly the same performance as the (SL)3(GT α) model, which has access to ground
truth segmentations, and leaves the seq2seq and seq2seq2seq baselines far behind. The
performance difference of SLHSP learned with 10% and 100% annotations is presented
in Table 4, with less than 1.4% and 1.3% in the settings of 10% and 100% segmentations,
respectively. These results shows that the learned skill decoder undertakes the majority
of the work for the grounding process, so that the language instructions can be efficiently
grounded to actions with a small amount of annotated data.

1 5 10 40 80 100
Annotation ratio

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Av
er

ag
e 

Ac
cu

ra
cy

(SL)3

(SL)3(no-latent)
(SL)3(GT )
seq2seq
seq2seq2seq
SLHSP (ours)

Figure 4. Offline subtask success rate vexact. The amount of annotated trajectories denotes the fraction
of trajectories of all annotated trajectories. The dashed lines illustrate the performance of models that
use 100% of annotated trajectories.

Table 4. Offline success rate vexact of SLHSP learned with different training data settings.

Annotation Settings Average Success Rate

10% seg + 1% ann 70.2
10% seg + 5% ann 75.0
10% seg + 10% ann 76.7
100% seg + 10% ann 77.0
10% seg + 100% ann 78.1
100% seg + 100% ann 78.3
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As mentioned in Section 4.3, the annotation contains two parts: language instructions
and trajectory segmentations. In Table 4, we analyze the influence of these two parts
on the performance of SLHSP. It reports the results of offline success rate averaged over
three random seeds, where the “seg” represents ground truth segmentations for learning
separator policy, and “ann” represents annotations for skill prior adaptation. The results
show that increasing the annotation ratio of the sparsely annotated dataset is crucial to
improve performance when there are less than 10% of annotated trajectories. From the
perspective of the segmentations, the improvement of success rate brought by the increase
from 10% to 100% is only 0.2%, which is tiny compared with the improvement brought by
the increase in the number of language annotations. This finding suggests that learning the
separator policy requires fewer labels than adapting the skill prior.

5.3. Latent Skill Space

To examine the association between language instructions and skills, we first an-
alyzed the properties of the latent skill space. The latent skill space obtained through
self-supervised learning is structurally organized. In Figure 5, gray points are samples not
belonging to the plotted subtask type. Each plot shows sample points based on trajectories
or instructions from a subtask type, with an equal number of sample points per subtask
type. The t-SNE model is learned with perplexity of 20. We found that the sample points of
the latent variable z form clusters. However, these clusters are not directly related to the
type of subtasks. This is because a latent skill encodes a sequence of trajectory observations,
so that these clusters are formed in accordance with the features of visual observations.
As shown in Figure 5c–h, most of the highlighted samples are centered in a few clusters;
this indicates that these subtask trajectories have similar visual observations. In contrast,
trajectories in Figure 5a (GoToLocation) and Figure 5b (PickupObject) are more diverse in
terms of the observation sequence, and the corresponding skill samples are scattered in
nearly all the clusters.

(a) GotoLocation (b) PickupObject (c) PutObject (d) CoolObject

(e) HeatObject (f) CleanObject (g) SliceObject (h) ToggleObject

Figure 5. t-SNE visualization of adapted skill prior (red) and skill posterior (blue) samples.

Samples from the adapted skill prior are associated with samples from the skill encoder
(skill posterior). In Figure 5c–h, most of the samples from the skill prior are distributed
in the same clusters with the samples from the skill posterior. This indicates that the
language instructions are correlated with the skills. However, in Figure 5a (GoToLocation)
and Figure 5b (PickupObject), the patterns of the distributions of skill samples in these
two types of subtasks are not explicit, and there are two possible reasons for this. First,
the visual observations between samples are diverse. The associations between samples
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are not centered in a few clusters. Second, the information loss caused by the dimension
reduction of the t-SNE visualization hides some correlations between the skill prior and the
skill posterior.

5.4. Case Study

For a more intuitive view of how SLHSP works in long-horizon instruction following
tasks, we visualize two qualitative examples of the task execution trajectory in Figure 6.
The SLHSP predicts a sequence of subtasks {ĝk}k=K

k=1 via natural language and executes
them sequentially. Navigation trajectories are denoted with thick lines, and key frames
are illustrated around a map, with positions highlighted by circles. Line and circle colors
correspond to subtasks. The agent’s egocentric view range is shown as a white cone at
each step. In the plot on the left, the agent successfully accomplishes the task. The agent
switches smoothly between the navigation and manipulation subtasks. This indicates that
the high-level separator policy accurately recognizes a subtask is accomplished, and the
SLHSP switches to the instruction of the next subtask during inference. The plot on the
right shows a failure case. Although the describer of the SLHSP generates appropriate
instructions, the SLHSP agent failed to navigate to the garbage bin in the 5th subtask (“Go
to the garbage bin”). This might be due to the inaccuracy of the skill prior distribution,
meaning the sampled skill from the skill prior cannot reflect the intended instruction.

Go to the table

Task goal  : Examine a remote control by the light of a floor lamp.

Pick up the remote control

Go to the floor lamp

Turn on the floor lamp

Task goal  : Place a cooled apple inside of the garbage bin.

Go to the kitchen island

Pick the apple up off
of the kitchen island

Go to the refrigerator

Place the apple
inside the fridge to
cool, then take it
back out

Go to the garbage bin

Figure 6. Qualitative results of online evaluation. Success (left) and failure (right) cases are shown
for the agent navigating and manipulating objects to reach the task goal I.

6. Conclusions

We introduce an SLHSP for long-horizon compositional decision-making tasks. The
SLHSP is a latent language policy learning framework for utilizing unannotated datasets
to improve the data efficiency of language annotations. The SLHSP learns a latent skill
space from unannotated data to regularize the action sequence space that the language
grounds to, so that only sparse annotations are adequate to learn the mapping between the
languages and action sequences.

While progress has been made in building embodied agents that can understand
natural language and make decisions, there is still much work to be done to handle the
complexity and diversity of real-world scenarios. The application of a SLHSP accelerates
the accomplishment of real-life instruction-following robotics by diminishing the amount
of supervisory data required for learning, which saves expensive labeling efforts. In the
future, to make our approach more applicable in real-life instruction-following robotics,
we intend to combine large language models with our semi-supervised method to further
improve generalization ability and data efficiency, for example, through few-shot or even
zero-shot grounding of language instructions.
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