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Abstract: As technology continues to advance, virtual reality (VR) video services are able to provide
an increasingly realistic video experience. VR applications are limited, since the creation of an
immersive experience requires processing and delivery of incredibly huge amounts of data. A
potential technique to decrease the operation time for VR, as well as its energy use, is mobile edge
computing (MEC). In this study, we develop a VR network in which several MEC servers can
supply field-of-view (FOV) files to a VR device in order to satisfy the transmission requirements
of VR video service and improve the quality of the experience. In this way, the projection process
from 2D FOV to 3D FOV and the cached data is possible on an MEC server or a VR device. A
cooperative computational offloading and caching strategy is developed as a decision matrix to
reduce transmission requirements based on the service time constraint requirement. The VR video
service mechanism is examined through the decision matrix. The trade-off between communication,
caching, and computation (3C trade-off) is further implemented by means of a closed equation for
the decision matrix. Results from simulations show that the suggested technique can perform close
to optimally compared to alternative opposing methods.

Keywords: MEC; wireless caching; VR video service; 3C trade-off

1. Introduction

Computer simulation technology called virtual reality (VR) enables the construction
and enjoyment of a virtual world by creating a simulated environment in which the user is
fully immersed [1,2]. VR uses real-life data to create phenomena that humans can perceive
through electronic signals created by computer technology, combined with a variety of
output devices, which can be actual objects in reality or substances that are invisible to
the human eye, expressed through three-dimensional models. One of the key uses for 6G
networks is anticipated to be VR [3]. Moreover, a gigabyte of data must be delivered with
an ultra-low latency of about 20 ms for VR video to be fully immersive [4]. This necessitates
an extremely high transmission rate and places a heavy weight on the backhaul network.

It should be noted that various user fields of views (FOVs), which are determined by
trackers in VR devices, may change when users view the same 360 degree film. In addition,
the FOV transmission scheme introduced in [5] mainly focuses on high-quality images
transmitted in the determined field of view, which is an effective way to reduce the total
amount of data transmitted. This is in sharp contrast to the full field-of-view transmission
scheme that requires the transmission of all video tiles, for example, Huawei’s Tile Wise
transmission scheme and Facebook’s Pyramid Projection transmission scheme. FOV trans-
mission is the main subject of this article, and the FOV transmission strategy is chosen based
on its advantages in reducing transmission burden and greatly improving user quality
of experience (QoE). Accordingly, a conventional VR framework (Figure 1 [6]) should be
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introduced. The steps involved in creating VR video are as follows: (1) A combination of
videos recorded by a multicamera array produces a spherical movie. (2) The spherical
video is unfolded to produce a 2D video using equirectangular projection. (3) Extraction:
The FOV corresponding to the point of view from a 2D video is obtained. (4) Projection:
This 2D FOV is converted into a 3D FOV. (5) Extraction, equirectangular projection and
render stitching are the first three preprocessing stages and should be done conducted
offline on a cloud server with centralized computing power, as they combine many periods
of 360 degree footage or require the entire 360 degree video as input. There is no doubt that
the tracking and rendering process is already complete for VR devices. The difficulty in
mitigating the heavy transmission requirements of wireless backhaul connections for VR
video lies in completing the projection process.

| —— Wired Backhaul Link
I 1 Signal Link

-

|
| _—~#— Interference Link
|

: Access Point

: MEC Server

Figure 1. VR network architecture.

One of the main ways to implement VR video services is traditional mobile edge
computing (MEC) architecture [7], which can utilize the caching and processing capabilities
of edge networks and be combined with wireless transmission networks. First, selected
FOV files are actively stored in the edge network by the caching function during off-peak
periods in preparation for future demand, making full use of the resources (computational
and caching power) of the edge network (both VR devices and MEC servers) [8]. Second,
by utilizing the increasing computing capability of edge an central processing unit (CPU),
the projection technique can reduce service times [9]. In this paper, we examine the VR
video service mechanism in the MEC network architecture in order to reduce transmission
needs while fulfilling the strict service time constraint. The best strategy to utilize the
computing and caching capabilities of an edge network is then decided. This is referred to
as the communication, caching, and computation trade-off (3C trade-off).

1.1. Related Works

Many academics and developers at high-tech companies are currently working hard
to make VR services mainstream. Large amounts of data are required to provide the
foundation for the creation of VR situations in order to increase the realism and immersion
of the experiences. As each user can only experience VR from one perspective at a time,
FOV is supplied selectively rather than for the entire VR video [5]. The authors of [10]
developed a VR QoE evaluation system based on VR transmission parameters; however,
the model did not make use of an MEC network. Instead, they constructed an upgraded
neural network model based on cognitive neurological properties.

In terms of VR video services, in order for an MEC network realize its full capabil-
ities the authors of [11], described a QoE gain-based precaching method and VR video
distribution system. A hierarchical collaborative caching problem was presented in [12]
in the form of an approach that reduces transmission latency, and a VR caching system
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based on visual synthesis was created. The MaxMinDistance caching algorithm has a sig-
nificant role in solving the NP-hard problem. In order to significantly enhance the quality
of experience for VR video services, the integrated processing and caching capabilities of
edge networks were identified as key enablers. According to the computation offloading
approach and collaborative caching allocation set out in [13], the MEC servers cooperated to
carry out computation workloads and data caching. The core 3C trade-off problem for VR
services was explored in the context of optimizing VR video services created in cache-based
supported cooperative networks [14]. The authors integrated challenges associated with
decision making, communication, and caching. In order to maximize the average tolerable
latency, a mobile VR framework was proposed [15]. This framework works primarily by
caching a portion of VR movies in advance and running a specialized handler at the edge.
The authors of [16] suggested a joint optimization algorithm based on an asynchronous
dominant actor—critic in order to obtain an ideal viewport rendering offload and trans-
mission power control approach. The program was intended to produce a high-quality
immersive VR video experience while lowering the long-term energy consumption of the
MEC system.

Furthermore, the authors of [17,18] utilized the caching and computational capabilities
of either a VR device or an MEC server; however, there is still room for improvement
in the synergy between the two, and an important issue is that associated with 2D FOV
files. One option is to compute the route locally, with the MEC server taking care of
caching the 2D FOV, and the other is to cache and compute the 2D FOV to meet the
requirements. The applicability of the 3C collaboration model was analyzed in [19], in
which the authors defined collaboration tools in collaborative virtual reality applications.
The authors of [20,21] proposed a proactive 3C resource allocation method to provide
low-latency VR video to clients. However, in [17-21], the authors did not present a concrete
implementation of the VR framework. A standard VR framework was presented in [6],
but its main computational power was used to reduce the load of communication. In this
paper, we propose a cooperative caching and computational offloading technique that
employs the caching and computational power of MEC servers and VR devices in a VR
network. Through problem analysis, we identify the link between decision making and the
3C trade-off.

1.2. Contributions and Outcomes

3C trade-offs in VR video services are covered in this article. Via a VR network, several
MEC servers can transmit FOV files to the VR device for VR video services. This approach
allows projection calculations or video file caching to be performed on the MEC server,
significantly reducing the transfer requirements of the VR service and increasing transfer
efficiency. Computing offloading and the cooperative caching approach are presented
using a decision matrix. An optimization problem based on a choice matrix is then built to
minimize the mean of the lowest necessary transmission rate, taking into account caching
and computing capacity limits. The service mechanism of VR is analyzed using the various
values of the matrix. This analysis of choice characteristics, which are connected to 3C
trade-off, yields a closed form of the decision matrix.

The rest of the article is structured as follows. The system model, which consists of a VR
network architecture, models for cooperative caching and computational offloading, as well
as a service mechanism, is presented in Part II of the article. In Part III, we define the system
issue in a scenario including many videos and suggest an optimization technique. The
simulation findings are presented in Part IV of the study, and we present our conclusions
in Part V.

2. System Model

In this section, we describe a network that uses cooperative caching and computation
offloading, as well as a service mechanism for handling random requests.
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2.1. Network Framework

A VR device with caching and computing capabilities is set up. Suppose that there are
K uniformly distributed single antenna access points (APs) in a circular area centred on the
VR device, with a radius of propagation of the APs of Ry;. ®4 denotes the set of APs. At
APs, the MEC servers possess a cache of the same size (QpS (bit)), as well as a cache of
size QpS (bit) at the VR device, where S (bit) is the size of the file of each viewpoint. In
general, Qp < Qp, and all values are an integer.

An FOV-based VR movie library is offered, where users may access the 3D FOV and
2D FOV of each film, taking into account both the distinction between 3D and 2D FOV and
the popularity of the videos. The video library (V = {1, 2, ..., N}) contains N = |V|. The
same-sized VR videos are uploaded to a cloud server (CS) and ordered in decreasing order
by popularity, leading to the rule that more well-liked videos are rated with lower indices.
In accordance with Zipf’s law, it is believed that the popularity of a video represents the
possibility that it will be randomly requested over the whole network.

n*lx
= 7]\] —
i I

where « is the skewness parameter characterizing the concentration of video requests. In
addition, each video is assumed to have M viewpoints based on the extraction process,
and the space of viewpoints is denoted as P = {1, ..., M}. When VR users navigate
panoramic scenes, the frequency of tracking viewpoint m can be captured by the probability
(pp,,) of the VR device requesting viewpoint m € P. We consider uniform distribution,
ie., pp, = ﬁ, as the viewpoint popularity. It is assumed that the video popularity and the
viewpoint popularity are independent without loss of generality. Hence, the requesting
probability of the viewpoint m in video n can be modeled as

P, ney (1)

—

n
———,neV,meP 2)
MY, 1

pn/m = pvnppm =

Because the user’s right and left eyes have two exposed perspectives, the projection
procedure for each viewpoint needs to be computed twice in order to generate stereo vision.
S represents the 3D FOV of each perspective. Each 2D FOV file is at least twice as small
as a 3D FOV file in terms of size [4]. Therefore, p = % > 2. The projection calculation
of the transformation from 2D FOV to 3D FOV of every perspective in any video can be

represented by three paremeters (S, S, 17) , where 77 denotes the quantity of calculation
cycles (cycle/bit) needed to analyze a bit of data.

2.2. Computing—Offloading and Cooperative Caching Strategy

The cooperation mode of the MEC server and the VR device storing FOV files is
0-1 cache in the cache placement phase, which indicates whether the FOV file is stored
completely. Since all K MEC servers can serve VR devices when idle, the caching rule is
‘maximum diversity content’. Therefore, the cache resource of the K MEC server can be
regarded as a cache space of KQpS, and the FOV files can be stored differently, which is
possible through network function virtualization (NFV). The vector ¢, represents the
caching decision for the 2D FOV, which is the m viewpoint in video n, where

[100], No Caching
¢u,m< [010], Local Caching (©)]

[001], MEC Caching

where ¢, = [0 0 1] means that the FOV can be found by the MEC server, and ¢, ,, = [0 1 0]
means that the video files can be found at the VR device; if the FOV cannot be found by the
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above two methods, then the file cannot be found on the MEC server or the VR device. The
cache representation of the video files for viewpoint m in video 1 is e ¢ .

5 [100], No Caching
¢ums [010], Local Caching 4)
[001], MEC Caching

The choice to offload the projection process of perspective m in video 1 on the MEC
server or VR device is represented by the vector d;, ,,;, taking into account the computational
capability of VR devices and MEC servers.

[100], No Computing
dy,m ¢ [010], Local Computing )
[001], MEC Computing

When the projection process can be calculated in K MEC servers, d;, ,, = [001].Ona
VR device, d,,n = [0 1 0] indicates that the corresponding view from the known file to the
desired 3D file can be generated. If none of the above conditions is satisfied, neither the
MEC server nor the VR device has computing power.

Combining the computing—offloading decisions and joint caching of viewpoint m

in video 7 yields a corresponding 3 x 3 decision matrix: D" = {cnrmT Crm dn,mT]. A

decision matrix set (D) is made up of the decision matrices for each perspective in each VR
video. Due to the limited cache capacities of the MEC server and the VR device,

N M
Yoot L D21 D33 < Qp ©)

N M
anl Zm 1Dnm —|—ng§1 < KQwm @)

where fj and fp (cycle/s) represent the MEC server and VR device running at two different
given CPU cycle frequencies. Normally, fy; > fp. kfp? represents the energy consumed to
calculate a period of fi; on a VR device, where k is the CPU energy efficiency parameter of
the MEC server and the VR device. The average power consumption limitation (Pp (W)) is
taken into account in order to guarantee that the average time for users to view VR video is
more than or equal to a specific amount of time and assuming that the energy capacity of
VR devices is constant and restricted.

KfD2S1 Lal1 Po, Loy D53
<
Mt < Pp ®)

According to (8), when a VR movie is randomly requested the maximum value of the
projection that can be calculated on the device is L Ppi J where | | is the floor operation.

2.3. Service Mechanism

In order to avoid physical discomfort, the VR device requires that each request be
completed within a time limit of seconds. Due to the wired backhaul network’s limited
transmission capacity between CS and MEC servers, it is anticipated that the transmission
time over the link would be much longer while downloading 3D /2D FOV data from CS.
Each of the seven routes described below that satisfy the service time constraint yields a
minimum transmission rate and can satisfy the request for viewpoint m in video n, which
is designated as Ry, (bit/s), in accordance with the decision matrix (D).

(1) 3D Caching Locally (3CL)

If D) 5” = 1, without additional processing power or communication, it is possible to
locally retrieve the 3D FOV of the appropriate perspective. In this case, the service time is
insignificant, and R, ,; = 0 is the lowest necessary transmission rate.
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(2) 2D Caching—Computing Locally (2CCL)

If (1 - D3y’ ) D,1'Dy5' = 1, the VR device locally captures the 2D FOV of the relevant

perspective before converting it to a 3D FOV using the onboard processor. The necessary
.. S . . . . . Sq

minimum transmission rate is R, = 0, and the service duration is (second) Because

the processing power of the VR device increases considerably, it is pred1cted that > fD < Tor

in VR devices, the projection process is computed and can be completed within the service
time restriction.

(3) 2D Computing Locally (2CL)

If (1 — D3y’ ) (1 - Dy ) D)3 = 1, the device projects the video files of the relevant
perspective into the 3D FOV using the local CPU after downloading it from the servers or
CS. When ¢, = [001], i.e., (1 — D%" ) Dg’iﬂ Dg;’l = 1, the closest MEC server will have
the relevant 2D FOV file available. 2CL-FM is the route’s official name. When ¢, ,, = [1 0 0]
and ¢, = [100], ie., DT{”DT&"D%" = 1, the relay station that obtains the matching
2D FOV from the CS and sends it to the device is the MEC server that is nearest to the

device. Its designation is 2CL-FS. S -+ ]Sc'] +10 (1 Dy ) T indicates the amount of time

spent serving through the 2CL route where 107 is the significantly harsher penalty for
obtaining FOV files from the CS. The service time for the 2CL FM route is defined as

Rn ~+ f , and given the restriction on service time, RS + f < 7. Hence, it is possible to
— RLC-FM & _ S
=R £ 5.
/p
10T + Rn ~+ fﬂ denotes the service time under the routing of 2CL-FS. Given that the final

achieve the minimal necessary 2CL-FM transmission rate, i.e., Ry,

two components in the formula presented above are all non-negative, 10T + R -+ S" > T,
i.e., the service time requirement is not met by the 2CL-FS route.

(4) 3D Caching MEC (3CM)

If D35 (1 — Dy;'Dy3') = 1, the FOV of the matched viewpoint is downloaded by the
VR device from the nearest server that has the file. Service time is defined as R . With
respect to the service time limitation R < 7, the necessary minimum transmission rate is
Rym = RM3C L §

, T

(5) 2D Caching-Computing MEC (2CCM)

If D' D7’ Dgé" = 1, the 2D FOV files are converted to a 3D FOV by the MEC, which

then sends the 3D FOV files to the VR device. % + Ri is the service time under the constraint

_ pMC2C A S5
=R £
™M

fM + R < 7, and the minimum required transmission rate is Ry,

(6) 2D Computing MEC (2CM)

If (1 - D37")D},' D33’ = 1, the appropriate 2D FOV file is downloaded from the CS
to the nearest MEC server, which then uses MEC CPU to project it into a 3D FOV file that
is subsequently sent to the VR device. 10T + f,] + R— is the service time. Since the latter
two terms in the above formular are all non-negative, 107 + fﬂ + R - > 1, i.e., the service
time constraint is not satisfied by the 2CM route.

(7) CS Downloading (CD)

If DY,'DY3 = 1, instead of additional calculations by the designated MEC server
closest to the VR device, the matching 3D FOV file is downloaded directly from the CS and
transferred to the VR device. 20T + % is the service time. Furthermore, 20T + % > T,
i.e., the service time constraint not met by CD. /
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The service time corresponding to one of the three routes (2CL-FS, 2CM, or CD) is

extremely long due to the significant transmission penalty in these routes. R, = R” £ g%
are the transmission rates that we uniformly assume for the three methods, where ¢ >> 1.

3. Problem Construction and Solution
In this section, we propose a system problem and the corresponding optimization method.

3.1. Problem Definition

For matrix D", the mean of the minimum required transmission rates are shown in
formulas (9) and (10)

R=Y 0 Y0 pun{ (1— D34 ) DRDYARECFM 1 DI (1 — D2 + DYDY RMC

+DyI' DDA RMEC 4 DY (DYS + DY’ + DYDY — DyA'Dy ) RP ) ¥
R = L K pon{ DSDIFDIYRIC M4 DI (1~ DDETRYC + DIDITDIFRNEC
+D12 (D12 + DY + DYDY~ DD )R "

where fp > A5 and fp < P51 For the decision matrix set (D), the specific system

(p—1)T (-1t
problem can be expressed as:
Problem 1.
minR
D
N M
503 oy L D21+ D32 < Q0 (1)
N M
Zn:l Zm:l Dg,’{n + ngl,,;rI S KQM (12)
N M nm PpMt
Yo Pou Y1 D33 < oSy (13)
D" € {0,1},Yi,j € {1,2,3};), D" =1,%j € {1,2,3} (14)
nev,mepP

3.2. DDPG-Based Optimization Method

The optimization of Problem 1 can be expressed as a Markov decision process (MDP)
problem. Several elements make up an MDP (S, A, P, R, 7).

e State: S; = D(t) denotes the state (S) at time ¢, which is the value of the decision
matrix set;
SR ; , oR .
e  Action: We define A; = Dzjm — pW, where p < 1;

e  State transition probability: P(S;;1|S:, A¢) denotes the likelihood that the current
state and its behavior will continue in the future;
Reward: The agent receives an immediate reward R(t) at the end moment of each ¢;
Discount factor: We define y € [0, 1] as the discount factor. Therefore, the long-term

reward of the system can be expressed as G, = %En {Z;&T:o YR ‘ So] .

Obviously, the state and action space of the scene are continuous, which makes table-
based value function methods such as Q-learning or DQN not applicable. We want to build
a mapper from a continuous state to a continuous action as a strategy learning model. We
therefore address this MDP problem using the deep deterministic policy gradient (DDPG)
approach. DDPG is an actor—critic framework-based, policy-based algorithm. To decrease
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the correlation between subsequent samples and improve learning stability, experience
replay and target networks are also utilized in combination with DDPG. The input consists
of the main value network (¢), the main policy network (i), the target value network (¢/),
and the target policy network (z/), which are initialized using the parameters 6,, 0,, 0z, and
8z respectively. We also set an appropriate value for the discount factor (7y), soft renewal
coefficient (1), the sample size of batch gradient descent (1), target network parameter
update frequency (L), and the maximum number of iterations (T). The whole algorithm is
divided into two periods: the first, in which experience is accumulated, and the second, in
which model training is completed. In the first phase, training data are generated using a
policy network with random initialization of parameters. Each tuple {S¢, At, R¢, Siy1}is
stored in the replay buffer. Once sufficient sample data are available, the model training
phase begins. During each iteration, a minibatch is randomly drawn from the sampled data;
then, the main strategy and value network are trained alternately. In this paper, we use
¢(S) to denote the feature vector of S. For the main value network, network optimization is
based on minimizing the gradient of the mean square error.

1 «—m
J(8z) = Y v~ Q(o(S)), 4y 60)° (15)

where y; = R; +7Q/(9(8'}), ma,, (9(5'})), 01 )
In order to further improve the resource utilization, we optimize the parameters of the
main policy network [22]:

V](0y) = %2}11 Vo, m(¢(S)))Vas(¢(S)), 4)) (16)

With continuous iterations, the parameters of the target network are constantly ad-
justed and updated. Therefore, the parameters of the target network are updated appropri-
ately each time.

0,0 =10, + (1—1)0 (17)

;4/

GCI = TGg + (1 — T)Gg/ (18)

A model flow chart is shown in Figure 2.

|

arget Polic ¢ [Target Value '
Network 4 Network Q
Repiy | Batchsze . +
Buffer s {fsf ! ‘t TD error
\
\ e
\[3-\'_ Main Pohcyl_ +.'4‘- Main Value 0
-]f Network r i Network
- 1
|_ __________ 1 Minimize

Figure 2. DDPG training flow chart.

4. Performance Evaluation

MATLAB is utilized for a thorough assessment for the simulation setup and network
performance analysis [23].

4.1. Simulation Setup

Each time a 2D FOV file is extracted from a film, the user is prompted to choose a
different perspective to fully capture motion information. In this article, for simplicity’s
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sake, each 360° 2D movie is assumed to be a fixed length, i.e., 5 min, and the unit length
of the 2D FOV file is taken as 3 Mbit. According to [6], each 360° two-dimensional image
has multiple perspectives. In order to ensure accuracy, at least 24 perspectives are used.
Each two-dimensional image is segmented 100 times, and each segmentation includes a
combination of 24 perspectives to ensure accuracy. There are M = 720000 different views.
The size of a 3D FOV file is at least twice that of a 2D FOV. Due to the limitation of cache
capacity, the overall data volume of an FOV file exceeds the total cache capacity of the
server. We analyze the performance of the three schemes compared to a multivideo scenario
and present the following conclusions:

(1)  CSdownloading scheme: After the 3D FOV file is obtained, there are D}" = D' =
D'fé” =1,VneV,meP;

(2)  Only caching scheme: The VR device and APs cache the 3D FOV files of all videos
based on the ‘most popular content (MPC)” rule. VR device and AP denote the
numbers of 3D FOV files stored in VR devices and MEC servers: A%D = % and

A3D = KQ—M. The corresponding numbers of full VR videos stored in the VR devices

A3D A3D_pmAY
and MEC servers are denoted as A} = A and AY, = ¥ , respectively;

(3) Independent caching and computing scheme After the 3D FOV file is stored, the
video file needs to satisfy the ‘MPC’ rule. When the device obtains the FOV file from
the server, the storage and projection of the 2D FOV file depend on the performance
of the MEC server. The number of 2D FOV files is expressed as A3Y = Qp, and
the corresponding number of full VR videos stored on MEC servers is denoted as

AZVVI: A%/[I)—(Aj[\)Z—MAg) ‘

4.2. Simulation Results and Analysis

The impact of Qp on the mean of the minimal necessary transmission rate (R) for
various values and a comparison with alternative methods for p = 2 are depicted in
Figure 3. In the context of limited caching capability, the local hit rate is proportional to
Qp, which causes a decrease in the likelihood of retrieving the necessary FOV files from
CS and, ultimately, minimizes R. Nevertheless, the size of the 3D FOV file cached on the
MEC servers and VR devices in the routes of 3CL and 3CM or sent via the 3CM and 2CCM
routes grows with p, controlling the number of FOV files and ultimately increasing R. Then,
R does not change with Qp due to the use of the CS download scheme with low caching
capacity. The reasons for the trend in the cache-only and computation schemes are the same
as in the proposed strategy. Furthermore, the proposed strategy has a significantly superior
R. This suggests that the cooperation of caching and computing resources between the
device and the MEC server can provide benefits to the remaining communication. When
the value of Qp is small, R in the proposed strategy is similar to the independent caching
and computing scenario because there are few locally cached FOV files, so the difference in
gain is not significant.

A comparison of the influence of K on R in the suggested strategy with other strategies
is shown in Figure 4. The value of K can be viewed as the cache capacity of all MEC servers
because of the NFV process. When K is in the range of 1 to 5, the cache hit probability
of the MEC server increases with an increase in K, and the value of R decreases. When
K > 5, all data are cached on the server, so R does not change with K. The amount of data
cached in the proposed strategy and the independent caching and computing scheme is
less than the amount of data stored in the separate cache scheme. Therefore, in the range
of 1 <K <7, R decreases as K increases. Furthermore, when the MEC caching capability
varies, the gain from the 2CL-FM and 3CM routes is nearly identical to that of the 2CCM
route, making the two curves match to the suggested method and the independent caching
and computing scheme.
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The number of 2D FOV files cached at VR device x10

Figure 3. The effect of Qp on R with different p values and comparison with other schemes.

9
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The impact of fp on R at various Pp levels is shown in Figure 5. With the suggested
technique, the likelihood of 2CCL and 2CL-FM, or the local computing number, increases
with Pp, which causes R to decrease. The independent caching and processing method is
only used as a benchmark, since the three contrast schemes have no effect on the computing
power of the VR device. It goes without saying that the VR device has a significant impact
on local computing.
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5. Conclusions

This essay is concerned with the VR video industry. A server can precisely compute
and store the necessary data for the process of projecting from a 2D FOV to a 3D FOV. In
the first section of this work, the service mechanism of VR video was examined; in doing
so, an optimization problem for the 3C trade-off was constructed, and a closed equation for
the decision matrix was derived. Last but not least, numerical examples were provided to
illustrate the value of the recommended method.
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