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Abstract: Collaborative filtering recommendation systems are facing the data sparsity problem associ-
ated with interaction data, and social recommendations introduce user social information to alleviate
this problem. Existing social recommendation methods cannot express the user interaction interest and
social influence deeply, which limits the recommendation performance of the system. To address this
problem, in this paper we propose a graph neural network social recommendation algorithm integrating
multi-head attention mechanism. First, based on the user-item interaction graph and social network
graph, the graph neural network is used to learn the high-order relationship between users and items
and deeply extract the latent features of users and items. In the process of learning user embedding
vector representation based on the social network graph, the multi-head attention mechanism is intro-
duced to increase the importance of friends with high influence. Then, we make rating predictions for
the target users according to the learned user embedding vector representation and item embedding
vector. The experimental results on the Epinions dataset show that the proposed method outperforms
the existing methods in terms of both Recall and Normalized Discounted Cumulative Gain.

Keywords: recommendation system; data sparsity; social information; graph neural network; multi-head
attention mechanism

1. Introduction

The rapid development of the Internet has greatly facilitated people’s communication,
resulting in an exponential increase in the amount of information on the network. The
problem of information overload is becoming more and more serious. It is difficult for users
to directly obtain relevant or interesting content from the massive source of information in
a timely and accurate manner. As an important means of information filtering, collaborative
recommendation systems provide an effective way to solve the problem of “information
overload” on the internet and have been widely used in various fields (e.g., e-commerce,
social, and education) [1–3]. The traditional recommendation system based on collaborative
filtering uses historical interaction data between users and items to build a user preference
model to predict user preference for items [4], but the data sparsity problem of interaction
data limits the performance of the recommendation method [5–8].

With the development of social media, the interaction between users becomes more
and more frequent, which makes the social data of users more and more abundant. The
social information is interpretable and can well reflect the preferences of users and other
users. Therefore, social recommendations are proposed, which use the direct social relation-
ship between users as auxiliary information to alleviate the sparsity of the recommendation
system [9–15]. However, most of the existing algorithms use traditional methods, such as
matrix decomposition to model, and these models are not deep enough to express users’
collaborative interests and social impact [16,17]. In addition, social information is directly
incorporated into the model, which ignores the high-order connectivity between users
and items and does not carry out in-depth mining on social information, thus limiting
the system’s ability to predict user preferences and failing to extract the potential feature
representation of users and items implied in the data.
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In recent years, graph neural network (GNN) [18] has shown a strong modeling
ability for data with a graphic structure. It has excellent feature extraction abilities and
can better capture the implicit representation in the data. Since most information in
the recommendation system has a graph structure, the graph neural network is applied
to the recommendation systems [19–22]. To solve the shortcomings of the above social
recommendation, the graph neural network is used to model the collaborative interests
of user interaction networks and the social impact of social networks in this paper. At the
same time, considering the different influences of different trusted friends on target users
could further improve the accuracy of the recommendation’s results.

The main contributions of this paper are as follows:

• Based on user interaction information and social information, the graph neural net-
work is introduced to extract the latent feature representation of users and items.

• In the process of learning user embedding vector representation, the multi-head
attention mechanism is introduced to assign different weights to the trusted friends of
the target user, which can increase the importance of friends with high influence, so as
to obtain the interest preference of the target user more accurately.

• We design a social recommendation algorithm based on the graph neural network and
multi-head attention mechanism and conduct experiments on the Epinions dataset to
demonstrate the effectiveness of the proposed algorithm. Experimental results show
that the proposed algorithm is better than similar algorithms.

2. Related Work
2.1. Recommendations Based on Social Network

Ma et al. [23] proposed a social recommendation algorithm using probabilistic matrix
factorization, which combines the social relationship matrix and user-item interaction matrix
to mine the impact of users’ social relationship on target users through feature sharing.
Targeting the problem of data sparsity, Zhu et al. [24] used a new location classification
algorithm to identify location categories considering the user’s location sign-in informa-
tion and semantic location information in the social network. They constructed the user
model for each user from four aspects. Experimental results showed that the proposed
algorithm can achieve a better recommendation performance in comparison with other
methods. Bin et al. [25] used the information propagation method to divide the community
structure of multi-relational social network and combined with the collaborative filtering
algorithm to recommend. Jia et al. [26] found that the matrix factorization model fusing
social information ignored latent relationships between users and items. Therefore, they
constructed the user similarity network and item similarity network and improved the ma-
trix factorization model with the help of the community division. Guo et al. [27] proposed
a share-based representation learning method called Trust Singular Value Decomposition
(SVD), which is based on the recommendation algorithm SVD++. It not only models the
user’s explicit rating data, but also considers the user’s implicit social information and user
trust information. The experiment showed that the user trust information and rating data
can complement each other, so that the model is more consistent with real-life application
scenarios. Yang et al. [28] divided the user trust network into trust behavior and trusted
behavior, and mixed recommendations were made by integrating the interaction informa-
tion between users and items and the trust network between users so as to improve the
performance of recommendations.

2.2. Recommendations Based on Graph Neural Network

Considering the influence of data sparsity on the learning node feature of graph
neural network, Chen et al. [29] proposed a model combining a graph neural network
and heterogeneous information network to jointly decode multi-source heterogeneous
information. Bi et al. [30] designed a hierarchical social collaborative filtering framework
(GHSCF) based on a GNN-fused bidirectional Long Short-Term Memory (LSTM) network,
which effectively captures the information of neighbors and extracts user-item interaction
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sequences. Zhou et al. [31] used user interaction data and movie information to build
a three-part graph. Based on the graph neural network and diffusion algorithm, they calcu-
lated the correlation between tags to obtain overlapping communities and combined them
with the attribution degree and matching degree to accurately recommend personalized
content to users. Chang et al. [32] proposed the short for SeqUential Recommendation
with Graph neural nEtworks (SURGE) model for capturing user preferences in sequential
recommendations, which reconstructs item sequences into a compact item–item interest
graph. They applied cluster-aware and query-aware graph convolution propagation on
the newly constructed graph to extract implicit preference signals and mined dynamic
preferences through dynamic graph pooling for recommendations.

2.3. Recommendations Integrating Attention Mechanism

Yu et al. [33] introduced an attention mechanism to filter user behavior sequences
when modeling the short-term preferences of users and adaptively fused the long-term and
short-term preferences of users based on the attention framework. Peng et al. [34] proposed
a hybrid model, HARSAM, which combines the attention mechanism with a deep neural
network and uses the self-attention mechanism to extract the correlation between items
in different time intervals. To extract more hidden information from the sparse check-in
data of users, Pang et al. [35] used a hierarchical attention mechanism with a “local-global”
structure to mine the contribution of different features for recommendations and used
this information with more contributions to make recommendations. Zhuo et al. [36]
proposed an attention-gated recurrent unit-based algorithm considering the dynamic
variability of user preferences for items. Tao et al. [37] used user interaction data to build
multimodal interaction graphs and introduced a gated attention mechanism based on GNN
to distinguish the importance of different modalities to user preferences, thereby capturing
hidden information and providing more accurate recommendations.

Based on the above, we compare our proposed algorithm with the works mentioned
in Sections 2.2 and 2.3. Our work aims to use graph neural network and multi-head
attention mechanism to jointly model and make recommendations for users. Based on user
interaction information and social information, the graph neural network is introduced
to extract the latent feature representation of users and items. In the process of learning
user embedding vector representation, the multi-head attention mechanism is introduced
to assign different weights to the trusted friends of the target user, which can increase the
importance of friends with high influence so as to obtain the interest preference of the target
user more accurately.

3. Background
3.1. Recommendation Model of Graph Neural Network

For the association between users and items, Figure 1a shows the first-order connec-
tivity that exists between the two. In process of recommending items to the user u1, the
existing algorithms only learn the association between u1 and i1, i2, i3, while ignoring the
possible impact of i4 and i5 on u1 preferences. Figure 1b shows the association between
user u1 and other users who have common interaction records. According to the different
paths from each node to u1, the nodes related to u1 are divided into three layers, and the
algorithm can learn the influence of i4 and i5 on u1 preferences. Therefore, the embedding
representation of u1 can be better obtained.

Based on the above analysis, in order to fully explore the high-order connectivity
between users and items, we use graph neural network to model the recommendation
process. The process is shown in Figure 2 (Take the link process of u1 and i4 in Figure 1
as an example). The process is mainly divided into three layers: the embedding layer,
propagation layer, and rating prediction layer.
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Figure 1. First-order connectivity versus higher-order connectivity. (a) User-item interaction graph; 
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Figure 2. The process of the graph neural network recommendation algorithm. 

3.2. Multi-Head Attention Mechanism 

The introduction of the attention mechanism [38,39] enables the model to focus on 

more important parts of numerous data sources, so it is widely used in natural language, 

machine translation, and other fields. With the publication of ‘Attention is all you need’ 

in the literature [40], researchers began to use the attention mechanism to improve social 

recommendation algorithms. During the process of the graph neural network aggregating 

the information of neighboring nodes, we introduced attention mechanism to learn the 

weight of each neighbor node and distinguish neighbor nodes depending on different 

weights. We only focused on neighbor nodes that had a greater impact on the target user 

Figure 1. First-order connectivity versus higher-order connectivity. (a) User-item interaction graph;
(b) Higher-order connectivity graph of u1.
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Figure 2. The process of the graph neural network recommendation algorithm.

3.2. Multi-Head Attention Mechanism

The introduction of the attention mechanism [38,39] enables the model to focus on
more important parts of numerous data sources, so it is widely used in natural language,
machine translation, and other fields. With the publication of ‘Attention is all you need’
in the literature [40], researchers began to use the attention mechanism to improve social
recommendation algorithms. During the process of the graph neural network aggregating
the information of neighboring nodes, we introduced attention mechanism to learn the
weight of each neighbor node and distinguish neighbor nodes depending on different
weights. We only focused on neighbor nodes that had a greater impact on the target user
node. Figure 3 shows the structure of the attention network layer, which is used to calculate
the attention weight between node i and node j.
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The expression aij for the attention weight of node j to node i is Equation (1). W is
a mapping matrix which can perform feature transformations on node i and node j. aT is
the weight parameter. || is the stitching of vectors. LeakyReLU is an activation function.

aij =
exp(LeakyReLU

(
aT[Whi ‖Whj

])
)

∑k∈Ni
exp(LeakyReLU

(
aT
[
Wh ‖Whj

])
)

(1)

To highlight the influence of attention weights, we introduce the Multi-head Attention
Mechanism (MAM) to improve the instability of the model learning process. We use P
different functions to jointly compute the attention of the model. Each attention mechanism
obtains a set of attention parameters, which can be spliced to get:

h′i(P) =
P
‖

p=1
σ

(
∑

j∈Ni

ap
ijW

phj

)
(2)

where ap
ij denotes the attention weight between node i and node j learned by the pth

attentional function.

4. Proposed Algorithm
4.1. Preliminaries

U = {u1, u2, . . . , um} and I = {i1, i2, . . . , in} are the sets of users and items, respec-
tively, where m is the number of users and n is the number of items. Rm×n is the rating
matrix, also known as the user-item graph, and we can construct the user-item interaction
graph according to the records of user-item interactions. N(i) is the set of users directly
connected by ui, and C(i) is the set of items that has interacted with ui. In addition, there
are also social relationships between users, and the user–user social relationship graph is
denoted by T. If there is a relationship between ui and uj, Tij = 1, otherwise Tij = 0. Given
the user-item interaction graph and social network graph, the core aim of this paper is
to train a model that can learn user and latent item embedding representations based on
user-item interactions and social trust relationships and then perform rating predictions.
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4.2. User Embedding Vector Representation Integrating Interaction Information and
Social Information

The embedding layer in the recommendation model of the graph neural network
given in Section 3.1 mainly includes user embedding and item embedding. The learning
process of user embedding vector representation is divided into two parts. One is based on
the user-item graph and the other is based on the social network graph combined with the
multi-head attention mechanism. We fuse the user embedding representation learned from
the two parts to obtain the final user embedding representation.

The initial embedding representations of users, items, and friends of users are obtained
based on the user-item interaction graph and social network graph. The equations are
as follows:

eu = [eu1 , eu2 , . . . , eum ] (3)

ei =
[
ei1 , ei2 , . . . , ein

]
(4)

eu(i,j) =
[
eu(i,1) , eu(i,2) , . . . , eu(i,b)

]
(5)

where eu denotes the initial embedding vector representation of the target user, ei denotes
the initial embedding vector representation of the item, and eu(i,j) represents the initial
embedding vector representation of the trusted friend of the target user.

Based on the above three initial embedding vector representations, the final user
embedding vector representation is shown below.

(1) User embedding vector representation based on the user-item interaction graph

We learn the user embedding representation by aggregating their neighbors’ informa-
tion. On the one hand, we learn the influence of items on user preferences based on the
rating information. On the other hand, according to the transmissibility of information, the
user embedding representation can be refined at the propagation layer through a multi-
layer neural network which can more effectively reflect the potential association between
users and items. The learning process is described below.

The higher the user’s rating for the item, the better the rating can represent the user’s
characteristics. In other words, the item is more in line with the user’s preferences. rui
represents the rating of user u on item i, and rui ∈ [0, 5]. rui = 5 shows that item i exactly
matches the preferences of user u, and the vector representation of item i can be directly
used to characterize the vector representation of user u. rui = 0 shows that item i is
opposite of the preferences of user u, and the vector representation of item i cannot be used
to characterize the vector representation of user u. Based on the above ideas, we define
rating weights to measure the extent to which the embedding representation of user u is
characterized by the embedding representation of item i, as shown in Equation (6).

aui =
rui
5

(6)

where aui represents the rating weight, and the range of value is 0 ∼ 1.
According to Equations (4) and (6) mentioned above, the user’s neighbor node repre-

sentation is aggregated according to the user-item interaction graph. The user embedding
vector representation is shown below.

eu←i = ∑
i∈Nu

puiauiei (7)

pui =
1√
|Nu||Ni|

(8)

where Nu and Ni represent the neighbor nodes’ set of users and items, respectively. |Nu|
and |Ni| represent the number of neighbor nodes of users and items, respectively. i ∈ Nu
represents the neighbor node information of the user, that is, the item node representa-
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tion. pui represents the weight coefficient of users and items, that is, the normalization
coefficient. Because the number of neighbor nodes of each user is different, if the neighbor
node information is aggregated directly, the data will be unstable. Therefore, we need to
normalize the neighbor node.

However, Equation (7) only uses the item aggregation of the user’s first-order neigh-
bors, and the obtained user representation is not comprehensive enough. We also need to
incorporate the influence of users who have interacted with this user on its representation to
utilize the higher-order connectivity of users proposed in Figure 1b. Therefore, according to
the learning process of the algorithm in Figure 2, we obtain the information representation
of the user’s third-order neighbors through the 3-layer information embedding and propa-
gation process, and thus learn user embedding representation. Then, suppose that after the
information propagation of the l layer, the user embedding of the l layer is expressed as:

el
u←i = ∑

i∈Nu

puiauiel−1
i (9)

where el
u←i denotes user embedding vector representation aggregated by neighbor items at

layer l, el−1
i denotes item embedding vector representation at layer l − 1, and pui denotes the

weighting coefficient. In the process of information propagation, the corresponding user em-
bedding vector representation e0

u←i, e1
u←i, . . . , el

u←i will be learned at each layer. Since the state
updates of each layer contain rich information and are different, we cannot simply apply the
highest-order vector to represent the user embedding. We need to aggregate the representation
of status updates obtained at each layer to get the user embedding vector representation.

eu←i = f
(

e0
u←i, e1

u←i, . . . , el
u←i

)
(10)

where f (·) denotes the aggregation function and we use the mean aggregation function
to aggregate neighbor information representation. This not only ensures that the model
learns more data information, but also makes it simpler and more efficient. The final user
embedding representation vector is show as:

eu←i = avg
(

e0
u←i, e1

u←i, . . . , el
u←i

)
(11)

According to the above ideas, the user embedding vector representation based on
user-item interaction graph is described in Algorithm 1.

Algorithm 1 User embedding vector representation based on the user-item interaction graph

Input: user-item interaction graph R : U × I, user rating rui ∈ R
Output: user embedded representation eu←i(u ∈ U)
Begin
1 For l = 1, . . . , L do
2 aui ← rui

5
3 For u ∈ U do
4 el

u←i ← ∑
i∈Nu

puiauiel−1
i

5 End
6 End
7 eu←i ← avg

{
e0

u←i, e1
u←i, . . . , el

u←i

}
End

Line 1 sets the number of information aggregation layers of the graph neural network
model. Line 2 computes the rating weights based on user ratings. Lines 3 to 5 take into
account the weight coefficients of the number of neighbors and the rating weights and then
aggregate the neighbor item information of the user to learn the user embedding vector
representation of the layer l. Line 7 uses the mean aggregation function to obtain the final
user embedding vector representation.
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(2) User embedding vector representation with MAM based on the social network graph

From the perspective of the social network graph, this section uses graph neural
network to deeply study user embedding representation. In the learning process, the
multi-head attention mechanism is introduced into the information aggregation process to
model the trust relationship between users and their friends and increase the importance
of high-impact friends.

ui denotes the user waiting for the recommended items, that is, the target user. Ac-
cording to Equations (3) and (5), the initial embedding representation of the user ui and
his trusted friends is obtained as eui and eu(i,j) . We fuse eui and eu(i,j) to obtain the joint
embedding vector s of the user ui and his friend as shown below.

s = s1 ∗ eui + (1− s1) ∗ eu(i,j) (12)

s1 = tanh(w1 ∗ eui + w2 ∗ eu(i,j) + b) (13)

where w1, w2, and b are the weight parameters and bias respectively. Then, the multi-head
attention vector a is calculated as follows:

at =
exp(a∗t )

∑k exp(a∗k )
(14)

a∗t = sTKt (15)

where a∗t is an element of the multi-head attention vector a, which indicates the degree
of influence of the users’ friends on the user in a certain aspect. The attention vector a
is learned from the key matrix K. Kt ∈ Rd, where d is the dimension of user and item
embedding representation. sT is the transpose of the joint embedding vector.

Next, the multi-head attention parameters are fused into the embedding vector rep-
resentation of each layer, and the weighted sum is used to obtain the relationship vector
representation of the user’s friends.

f(i,j) = ∑
t

at

(
eu(i,j) �Mt

)
(16)

f(i,j) denotes the vector that shows the j-th friend of user i influences user preferences.
We take f(i,j) as an input and embed it into different header attention layers, as shown in
Equation (17). The importance of friends is distinguished by comparing the weights. The
greater the weight, the greater the influence on the user.

F(i.j) = Multi− head− attention
(

f(i,j)
)

(17)

Then, Equation (17) and the user’s preferences are fused to obtain the user embedding
vector representation eu←s.

eu←s = G ∗ eui + (1− G) ∗ F(i,j) (18)

G = sigmoid
(

w1eui + w2F(i,j) + b
)

(19)

where w1 and w2 are weight parameters, eu←s denotes user embedding vector representa-
tion, and G denotes a gating layer.

(3) User embedding vector representation UEV_IS

We fuse the user embedding vector representation learned from the above to obtain
User Embedding Vector Representation Integrating Interaction Information and Social
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Information (UEV_IS), which integrates interaction information and social information.
The calculation equation is as follows:

eu = eu←i ⊕ eu←s (20)

According to the above ideas, the final user embedding vector representation UEV_IS
is described in Algorithm 2.

Algorithm 2 User embedding vector representation UEV_IS

Inputs: user-item interaction graph R : U × I, user social network T
Output: user-embedded vector representation eu
Begin
1 e0

u←i, e0
u←s ∀u ∈ U

2 For l = 1, 2, . . . , L do
3 For u ∈ U do
4 el

u←i ← ∑
i∈Nu

puiauiel−1
i

5 End
6 For ui ∈ T do
7 s← s1 ∗ eui + (1− s1) ∗ eu(i,j)

8 a∗t = sTKt

9 at ← exp(a∗t )
∑k exp(a∗k )

10 End
11 End
12 eu←i ← avg

{
e0

u←i, e1
u←i, . . . , el

u←i

}
13 eu←s ← G ∗ eui + (1− G) ∗ F(i,j)
14 eu ← eu←i ⊕ eu←s
End

Line 1 randomly initializes to obtain the initial user embedding representation. Lines
2 to 5 obtain the user embedding representation of the l layer according to the user-item
interaction graph. Lines 6–10 consider the importance of user’s friends influence on them,
introduce the multi-head attention mechanism, and learn user feature representation. Line
11 obtains the user embedding representation of aggregated item information. Line 12 gets
the user embedding representation based on the influence of the user’s friends in the social
network. Line 13 fuses the user embedding vector obtained from the user-item graph and
social relationship network to get the final user embedding vector representation.

4.3. Item Embedding Vector Representation Based on the User-Item Interaction Graph

The item embedding vector representation based on the user-item interaction graph
is proposed. Based on the user-item interaction graph, the user information that interacts
with the item is aggregated to obtain the embedding vector representation of the item.
Figure 4 shows the specific item embedding model.

The item embedding model is the same as the user embedding model representation
based on the user-item interactions in Section 4.2, which mainly learns to obtain item
embedding vector representation by aggregating information from an item’s neighbor
nodes. Accounting for the differences in ratings of the same item by different users, we
introduce rating weights to get the item embedding vector representation in Equation (21).

ei←u = ∑
u∈Ni

puiauieu (21)

where u ∈ Ni denotes item neighbor node information, that is, user node representation.
pui denotes the weighting coefficient of the user and item, and aui denotes the rating weight.
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Equation (21) is the same as Equation (7), as both are representations of first-order
neighbor nodes. Due to the latent connection between items and their second-order
neighborhoods, user aggregation using only the first-order neighborhoods of items cannot
fully represent items. Therefore, when learning item embedding representations, we should
also consider the higher-order connectivity of items to capture more accurate information.
Therefore, Equation (21) can be further improved:

el
i←u = ∑

u∈Ni

puiauiel−1
u (22)

where el
i←u denotes the item embedding vector representation of layer l neighbor user

aggregation. el−1
u denotes user embedding vector representation of layer l − 1. Similar

to the process described in Section 4.2, after the information propagation of layer l, the
aggregated item embedding vector representation is shown as:

ei = avg
(

e0
i←u, e1

i←u, . . . el
i←u

)
(23)

Similar to the user embedding vector representation learned based on the user-item
interaction graph, we select a mean aggregation for aggregation operation to obtain the
final item embedding representation.

After the above steps, we learn the relationship between users and items based on
the operation of information dissemination and aggregation. According to Equation (20)
and Equation (23), the embedding representations eu and ei of users and items are further
obtained and the user’s preference for the items is predicted through the rating predic-
tion layer.

ŷui = eT
u ei (24)

In order to make the model better reflect the characteristics of users, items, and trusted
friends, it is necessary to optimize the higher-order feature vectors, weights, and deviations
of the model. Considering the relative order of interactions between users and items that
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can be observed and those that cannot be observed, this paper adopts Bayesian Personalized
Ranking (BPR) loss [41], which is widely used in recommendation systems to define the
loss calculation method as follows:

Loss = ∑
(u,a,b)∈D

−lnσ(Pua − Pub) + λ‖Θ‖2
2 (25)

D =
{
(u, a, b)

∣∣(u, a) ∈ R+ , (u, b) ∈ R−
}

(26)

where D expresses paired training data, R+ denotes observed interaction terms, and R−

denotes unobserved interaction terms. σ denotes the sigmod() function and λ‖Θ‖2
2 denotes

the regular term. Θ denotes trainable parameters included in the model, which can control
the parameter size and avoid over-fitting. In addition, we use the Adam optimizer [42] to
adjust model parameters and minimize the loss function.

4.4. Algorithm GNNSR_MAM

This paper introduces graph neural network to mine latent associations between users
and items on the basis of collaborative filtering [28] recommendation algorithms. In the
process of user–neighbor aggregation, we introduce a multi-head attention mechanism
based on social network relationships to distinguish the importance of the user’s trustwor-
thy friends. At the same time, we comprehensively consider the different influences of
items and friends on users and propose a Graph Neural Network Social Recommendation
Algorithm Integrating Multi-Head Attention Mechanism (GNNSR_MAM). The algorithm
consists of three main parts: data preprocessing, graph neural network modeling, and
multi-layer perceptron (MLP) prediction rating. The overall framework of the algorithm is
shown in Figure 5.
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First, the data is preprocessed to obtain the user-item interaction graph and social
network diagram. Then, based on the preprocessed data, the graph neural network is
used to learn the embedding vector representation of users and items. In this process,
user embedding vector representation eu←i and item embedding vector representation
ei are obtained based on user-item interaction diagram learning. Based on the social
network graph, the multi-head attention mechanism is introduced into the aggregation
process of friends to obtain the embedding vector representation of users eu←s from another
perspective. The final user embedding vector representation is obtained by combining
the user embedding vector representation eu←i and eu←s. Finally, based on the obtained
embedding vectors of users and items, eu and ei are used to predict the rating.

According to the above ideas, the graph neural network social recommendation
algorithm integrating multi-head attention mechanism is described in Algorithm 3.
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Algorithm 3 Algorithm GNNSR_MAM

Inputs: user-item interaction graph R : U × I, social network graph T and user rating data rui,
embedding dimension d, regularization coefficient λ, number of propagation layers l
Output: predicted rate ŷui
Begin
1 d← 64 , λ← 10−5 , l ← 3
2 aui ← rui

5
3 For l = 1 to 3 do
4 For i ∈ I do
5 nl

i←u ← Aggregator
(

el
i , el

u|u ∈ Ni

)
6 el

i←u ← Update
(

el
i , nl

i

)
7 End
8 For u ∈ U do
9 nl

u←i ← Aggregator
(

el
u, el

i |i ∈ Nu

)
10 el

u←i ← Update
(

el
u, nl

u

)
11 End
12

[
el

u←i, el
i←u

]
← GNN(R, aui)

13 End
14 ei ← avg

{
el

i←u, l ∈ {1, 2, 3}
}

15 eu←i ← avg
{

el
u←i, l ∈ {1, 2, 3}

}
16 For ui ∈ T do
17 F(i,j) ← Multi− Head− Attention

(
eui , eu(i,j)

)
18 eu←s ← GNN

(
T, F(i,j)

)
19 End
20 eu ← concat(eu←i, eu←s)
21 ŷui ← eT

u ei
22 Return ŷui
End

Lines 1 to 2 give the embedding vector dimension, number of information propagation
layers, regularization coefficient, and rating weight. Lines 3 to 15 use the graph neural
network to learn the embedding vector representation of users and items based on the
user-item interaction diagram and rating weight. Lines 16 to 19 introduce a multi-head
attention mechanism into the aggregation process of users and their friends to learn the
embedding vector representation of users based on the social network graph. Line 20 com-
prehensively considers the influence of items and friends and gets the final embedding
vector representation of users. Lines 21 to 22 return the prediction rating based on the
embedding vector representation of users and items.

5. Experimental Results and Analysis
5.1. Dataset

In order to evaluate the performance of algorithm GNNSR_MAM, we select the
Epinions dataset provided by the site http://www.trustlet.org/downloaded_epinions.
html (accessed on 4 July 2022) [43], which is commonly used in social recommendation
algorithms. The dataset mainly contains user-item rating information and social trust
information among users. All ratings are integer values between 1 and 5 and each item
is rated at least once. The rating sparsity of the dataset is 99.9%. We divide the dataset
into three groups: 70% are used as the training set, 20% are used as the validation set, and
the remaining 10% as the test set. The statistics of the experimental dataset are shown
in Table 1.

http://www.trustlet.org/downloaded_epinions.html
http://www.trustlet.org/downloaded_epinions.html
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Table 1. Statistics of the experimental dataset.

Dataset Epinions

Number of users 49,290
Number of items 139,738

Number of ratings 664,824
Social links 487,181

5.2. Evaluation Metrics

We use Recall and Normalized Discounted Cumulative Gain (NDCG) to evaluate the
performance of our proposed algorithm.

Recall is used to calculate the ratio of the number of items recommended to users
to the number of movies users as shown in the test set. The higher the value of Recall,
the better the recommendation effect of the model. NDCG conducts a comprehensive
recommendation quality evaluation on the user recommendation list. The higher the value
of NDCG, the better the recommendation effect. The calculation equation is as follows:

Recall@K =
∑K

j=1 relj

min(K, |ytest
u |)

(27)

NDCG@K =
DCG@K
IDCG@K

(28)

DCG@K =
K

∑
j=1

2relj − 1
log2(j + 1)

(29)

where K denotes the number of items in the recommendation list. relj denotes whether the
jth item in the recommendation list is liked by the user and if it is true, relj = 1, otherwise,
relj = 0. ytest

u denotes the number of items in the test set that have been rated by users. IDCG
denotes the best recommendation result obtained by ranking the user recommendation list.
In other words, it refers to the maximum Discounted Cumulative Gain achieved through
ranking. This paper uses the Top-K recommendation and set K = {10, 30, 50} to evaluate
the performance of the algorithm.

5.3. Model Parameter Analysis

In the graph neural network model, we consider the high-order connectivity between
users and items and capture the association between users and items by aggregating
neighbor information. In this process, the selection of the number of the information
propagation layer when aggregating higher-order neighbor information is a key factor
affecting the model effect. When the number of the information propagation layer are
too few, the model cannot effectively capture rich neighbor information in the interaction
graph. On the contrary, noise data will be introduced, and over-fitting will occur, which
will affect the recommendation performance of the algorithm. Aiming to select the optimal
number of the information propagation layer to ensure model effectiveness, we conducted
the following experiments on this parameter.

Figure 6 shows the effect of different values on GNNSR_MAM. When l ≤ 3, with the
increase of l, the Recall and NDCG of the algorithm are significantly improved. The optimal
value is obtained when l = 3, and the performance of the algorithm is the best, which
shows that considering the user-item high-order connectivity is effective for the algorithm.
Whereas, when l = 4, the Recall and NDCG decreased, which indicates over-fitting of the
model. In summary, to keep algorithm performance optimal, we set the model propagation
layer as l = 3. The main parameters of the experiment are set as shown in Table 2.
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Figure 6. Effects of different aggregation layers l on the algorithm. (a) Effect of l on Recall; (b) Effect
of l on NDCG.

Table 2. Experimental parameter settings.

Parameter Parameter Value

User and item embedding dimension d = 64
Regularization coefficient λ = 10−5

Batch size 128
Learning rate 0.01

Optimizer Adam

5.4. Performance Analysis
5.4.1. Comparative Analysis of Mainstream Algorithms

In order to verify the effectiveness of the proposed algorithm, we compare GNNSR_MAM
with the following three main algorithms and the experimental results are shown in Figure 7.
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1. CDRec [25]: A collaborative filtering recommendation algorithm based on a multi-
relational social network. The algorithm divides the community structure based on
trust relationships and rating information to improve the recommendation efficiency.

2. NGCF [44]: A collaborative filtering recommendation algorithm based on the graph
neural network. This algorithm applies GCN to the recommendation algorithm and
obtains the prediction rating by extracting the embedding relationship between users
and items.

3. SAMN [45]: Social recommendation algorithm based on attentional memory networks.
This algorithm uses the attention mechanism to distinguish the importance of friends
in social recommendation.

Figure 7 shows that our proposed GNNSR_MAM algorithm outperforms the other
three recommendation algorithms in both evaluation metrics on the Epinions dataset.
This reflects the positive impact of introducing both social relationships and graph neural
network on the recommendation performance.

For SAMN and CDRec, the performance of SAMN is better than that of CDRec when
K takes on three different values. The Recall@10 of SAMN increased by 5.25% compared
with CDRec. The reason for this is that SAMN introduces an attention mechanism during
neighbor aggregation. This shows that the model is not enough to rely on a single social
relationship, but also needs to consider the impact of rich social relationships on users to
distinguish the importance of friends.

The recommendation efficiency of GNNSR_MAM is better than that of SAMN, es-
pecially the value of NDCG@30, which improves by 12.12%. The main reason is that
GNNSR_MAM uses the graph neural network while learning the association between
users and items and considers the different effects of friends on target users in social
relationships. At the same time, the multi-head attention mechanism is used to obtain
more trusted friends of users, and the importance of different users can be obtained. Thus,
GNNSR_MAM not only alleviates data sparsity by using social information, but can also
learn the user embedding representation from the social relationship graph and enhance
user final embedding representation. In addition, by considering the influence of non-linear
characteristics of users and items based on the graph neural network, the recommendation
performance of the system is improved.

It can be seen that our social recommendation algorithm GNNSR_MAM is superior to
other algorithms, which verifies the effectiveness of our proposed algorithm.

5.4.2. Comparative Analysis of Attention Mechanisms

To further illustrate the effectiveness of our proposed algorithm and verify the im-
pact that the multi-head attention mechanism brings to the algorithm, GNNSR_MAM is
compared with the following two algorithms in experiments:

1. The algorithm GNNSR_AM is obtained by replacing the multi-head attention mecha-
nism adopted by our proposed algorithm with the attention mechanism.

2. The algorithm GNNSR is obtained by removing the multi-head attention mechanism
adopted by our proposed algorithm.

Figure 8 shows that GNNSR_MAM exhibits the best performance in terms of Recall
and NDCG on the Epinions dataset. Compared with GNNSR, the Recall of GNNSR_AM
increases by at least 19.24%, and the NDCG increases by at least 16.77%. It reflects that
GNNSR_AM uses the network structure of attention mechanism in the learning process so
it can better obtain the user representation.

Compared with GNNSR, the Recall of GNNSR_MAM increases by 43.9%, and the
NDCG increases by 50.66%. This shows that considering the different influences of different
friends on users and distinguishing the importance of friends’ influence can help improve
the interpretability of recommendation results. In addition, GNNSR_MAM shows a small
improvement in recommendation effect compared to GNNSR_AM, which indicates that
introducing multiple attention functions in the process of user neighbor aggregation can
better learn user embedding representations and improve model recommendation quality.
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6. Conclusions

In this work, we designed a graph neural network social recommendation algorithm
integrating multi-head attention mechanism to alleviate the data sparsity problem. Firstly,
the graph neural network is used to model the user-item interaction relationship and
user-trust relationship. Then, the multi-head attention mechanism is introduced to fully
consider the trust degree of users to their neighbors, distinguish the importance of different
users, and mine better embedding representations to improve the accuracy of recommenda-
tions. Experimental results show that the proposed algorithm can effectively improve the
recommendation quality. We only use user-item interaction graphs when calculating item
similarity, but latent information such as category descriptions related to items can also af-
fect the similarity between items. In the future, we will explore the potential links between
the data and further investigate the impact of feature fusion on recommendation models.
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