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Abstract: The use of video conferencing applications has increased tremendously in recent years,
particularly due to the COVID-19 pandemic and the associated restrictions on movements. As a
result, the corresponding smart apps have also seen increased usage, leading to a surge in downloads
of video conferencing apps. However, this trend has generated several data protection and privacy
challenges inherent in the smart mobile ecosystem. This paper aims to study data protection issues in
video conferencing apps by statistically and dynamically analyzing the most common such issues in
real-time operation on Android platforms. The goal is to determine what these applications do in
real time and verify whether they provide users with sufficient information regarding the underlying
personal data processes. Our results illustrate that there is still room for improvement in several
aspects, mainly because the relevant privacy policies do not always provide users with sufficient
information about the underlying personal data processes (especially with respect to data leaks
to third parties), which, in turn, raises concerns about compliance with data protection by design
and default principles. Specifically, users are often not informed about which personal data are
being processed, for what purposes, and whether these processes are necessary (and, if yes, why) or
based on their consent. Furthermore, the permissions required by the apps during runtime are not
always justified.

Keywords: Android; personal data protection; privacy; video conferencing apps

1. Introduction

The COVID-19 pandemic considerably changed our daily lives in several aspects. One
of the main changes was the rapid expansion of remote work, which resulted in investments
in video conferencing software. Indeed, as a characteristic example, in March 2020, video
conferencing apps on Android and iOS were downloaded 62 million times per week [1].
However, this trend seems to be continuing despite the fact that lockdowns and restrictions
on movements imposed during the pandemic seem to have passed (some related statistics
for 2022 can be found in [2]).

This increase in the use of video conferencing apps (VCAs) brings with it an increase
in privacy and personal data protection risks. Indeed, smart applications typically process
large amounts of personal data, including information stored in the user’s device, and this
can occur in a non-transparent way and/or can be quite excessive [3,4]. Specifically, an app
may collect personal data without the user being aware or without the user being given the
option to disable this feature. This becomes an issue if the data collection is not essential
for the purpose for which the user installed the app. Additionally, these privacy and data
protection issues are compounded by the fact that data may be transmitted to third parties,
including trackers. Therefore, in the smart mobile ecosystem, privacy and personal data
protection present both technical and legal challenges, and, including in the case of video
conferencing apps.
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It has been said that although people typically use 8-9 apps daily, a smartphone has,
on average, around 80 apps installed [5], and the number of smartphone subscriptions
worldwide is constantly increasing [6]. Regarding the underlying platform, smartphones
running on the Android operating system, which is the most popular operating system,
accounted for more than 70% of the global app market in 2022 [7,8]. On the Android
platform, the user is required to grant permissions for each app in order for it to operate
properly. The vast majority of apps utilize third-party libraries to integrate with social
networks or facilitate programming procedures by easily embedding functionalities such
as statistical information collection (see, e.g., [9]). However, these libraries obtain the
same access rights as the host app since the Android security model does not support the
separation of privileges between apps and the embedded libraries (see, e.g., [10]). This, in
turn, creates significant risks with respect to users’ privacy and personal data protection,
for example:

• Libraries can abuse the privileges granted to the host applications.
• Libraries can track users.
• Libraries can aggregate multiple signals for detailed user profiling, even from different

host apps that are installed on the user’s device (known as the intra-library collusion
problem [10]).

Hence, privacy and data protection issues depend not only on what the app provider
does with the user’s data but also on which third parties have access to the user’s data and
how they use them, as well as the overall transparency of the data processing. As demon-
strated in previous studies (see, e.g., [11]), there is an increased collection of personally
identifiable information across app versions, with a large number of third parties being
able to link user activity and locations across different apps.

The right to privacy has been recognized as a fundamental human right by the United
Nations Declaration of Human Rights, the International Covenant on Civil and Political
Rights, the Charter of Fundamental Rights in the European Union, and other international
treaties. Hence, it is essential for any organization involved in personal data processing,
including app providers, to fulfill the relevant legal requirements. This is not an easy task,
given the high fragmentation among stakeholders in the smart app ecosystem, including
app developers, app owners, app stores, operating systems, and device manufacturers, as
well as the third parties involved in the collection and processing of personal data from
smart devices, such as analytics and advertising providers [12]. Moreover, there is also
fragmentation in the corresponding legal frameworks worldwide, which is particularly
relevant in the case of video conferencing apps that employ real-time communication
between users residing in different countries or even continents, presenting additional
challenges in terms of legal compliance.

This paper focuses on analyzing the underlying personal data processing that takes
place within popular video conferencing apps in Android environments. Specifically,
we aim to determine the permissions that are granted to these apps and whether these
permissions are necessary, identify any data leaks to third parties and the types of data
that are being sent to these third parties, and assess whether the app provides sufficient
information to users about the data processing that takes place. We also analyze the legal
requirements related to data protection, with an emphasis on the provisions stemming
from the European legal framework and the General Data Protection Regulation (GDPR),
which can serve as a useful model for other regulations to follow in terms of rights and
principles (see, e.g., [13]).

The aim of the paper is not to suggest that some video conferencing apps are better
than others or to perform a legal analysis of the personal data processing they perform.
Rather, we aim to examine a typical usage scenario of these popular apps, including
whether the user is fully aware of the actual underlying personal data processing that takes
place, and identify any common characteristics in the data processing required for these
apps to function. Hence, given that some VCAs provide more services than others, and
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thus have different characteristics, this paper should not be considered a guideline for
selecting a VCA.

The paper is organized as follows. First, a short discussion of the main legal provisions
is provided in Section 2, along with a presentation of device identifiers that should be
considered personal data. Section 2.2 provides a short overview of the privacy and data
protection issues related to the Android permission model, with an emphasis on the
so-called high-risk permissions in terms of privacy. Section 3 presents a summary of
the relevant previous works in this field. Section 4 provides the research questions and
methodology adopted to address the identified issues. In Section 5, the results of our
analysis of the video conferencing applications are presented, and a discussion of the main
findings is presented in Section 6. Finally, the concluding remarks and suggestions are
presented in Section 7.

2. Preliminaries
2.1. The Notions of Privacy and Personal Data Protection

Both privacy and personal data protection are considered fundamental human rights
in Europe. According to the Charter of Fundamental Rights of the European Union, which
consolidates the most important personal freedoms and rights enjoyed by citizens of the
European Union, all people have the right to respect for their private and family life, home,
and communications (art. 7 of the Charter), including the right to the protection of their
personal data (art. 8 of the Charter). Although privacy and personal data protection are
strongly related, they are not synonymous.

The General Data Protection Regulation or GDPR [14] is considered the main legal
instrument for personal data protection in Europe. Although the GDPR is a European
regulation, it applies to all organizations, regardless of location, if they are involved with
processing the personal data of individuals residing in the European Union. As stated
in [15], the intentionally global reach of the GDPR, in conjunction with the relevant threat
of huge fines if fundamental rights are not properly protected, has led to companies around
the world adjusting their privacy practices and countries around the world updating their
privacy laws.

The term personal data refers to any information related to an identified or identifiable
natural person. As explicitly stated in the GDPR, an identifiable natural person is one who
can be identified, either directly or indirectly, particularly in terms of an identifier such
as a name, identification number, location data, online identifier, or one or more factors
specific to the physical, physiological, genetic, mental, economic, cultural, or social identity
of that natural person. Personal data processing means any operation that is performed
on personal data, including the collection, recording, structuring, storage, adaptation or
alteration, retrieval, use, disclosure by transmission, dissemination, combination, and
erasure. The entity that, either alone or in conjunction with others, determines the purposes
and means of the processing of personal data, is the so-called data controller, whereas the
entity that processes the personal data on behalf of the controller is the data processor.

The concept of personal data is quite broad and in general, device and network
identifiers should be regarded as personal data since they can potentially identify a user
when combined with other information. Specifically, in this work, we focus on the Android
operating system, which is associated with two identifiers (see, e.g., [16]):

• The Android ID, which is a permanent 64-bit randomly generated number.
• The Google Advertising ID (GAID), which is a 32-digit alphanumeric identifier that

can be reset at any time by the user.

Other device and network identifiers, such as medium access control (MAC) and
Internet protocol (IP) addresses, are also considered personal data.

Generally, data processing should be always transparent in that users should be
fully informed about the processing upfront in a comprehensive, accessible, and easy-to-
understood manner. Such information should include the data to be processed, the parties
involved in the processing, and the purposes for which the data will be used.
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The GDPR outlines the fundamental principles and the specific obligations of en-
tities that process personal data, including data controllers and data processors. These
principles include purpose limitations, which require personal data to be collected for
specified, explicit, and legitimate purposes and not further processed for other purposes;
data minimization, which ensures that the use of the personal data is limited to what is
necessary for the purposes for which they are processed; and data security, which requires
appropriate technical or organizational measures to protect against unauthorized or un-
lawful processing, as well as accidental loss, destruction, or damage. In this regard, any
processing of personal data must have a lawful basis, which should also be included in
the aforementioned information notice. If an individual’s consent is the lawful basis, the
consent must meet specific requirements to be considered valid. Specifically, the consent
must be freely given, specific, informed, and unambiguous, and must be expressed through
a statement or a clear affirmative action (art. 4 of the GDPR).

The GDPR outlines the specific rules and obligations for data controllers. Among
them, the so-called data protection by design and data protection by default constitute
important challenges involving various technological and organizational aspects [17]. In
essence, data protection by design means that data protection should be integrated into
processing activities from the early design stage and throughout the life cycle. In other
words, organizations should consider data protection issues in everything they do. On
the other hand, data protection by default, which could be seen as a substantiation of data
protection by design, implements rules to limit data processing to what is necessary for its
purposes by requiring the selection and implementation of proper default settings [18]. As
explicitly stated in [18], the selection of the defaults is not trivial, even when considering
data protection by design, as it requires an assessment of the necessity of each processing
purpose, balanced with other equally important requirements such as the usability and
expected behavior of the system or service. This challenge becomes particularly important
in smart apps.

In relation to the above, Recital 78 of the GDPR states that the appropriate measures
for addressing the above two principles of data protection by design/default could consist
of, inter alia, minimizing the processing of personal data, pseudonymizing personal data as
soon as possible, transparency with regard to the functions and processing of personal data,
allowing the data subject to monitor the data processing, and allowing the controller to
create and improve security features. In the same Recital, there is also an explicit reference
to the providers of the products, services, and applications used for data processing (where
these providers are typically not data controllers or processors), and they are encouraged
to take into account the right to data protection when developing and designing their
products, services, and applications.

It should be pointed out that depending on the technique used, the tracking of a mobile
user may fall under the scope of the legal framework outlined in the ePrivacy Directive
(Directive 2002/58/EC) which takes precedence over the more general provisions of the
GDPR. The e-Privacy Directive currently applies only to the European Union. As with
many cases involving data processing, informed consent is a legal prerequisite.

2.2. Privacy and Data Protection Issues in Android Applications

One of the core features of the Android system is that applications are executed in
their own private environment, which is referred to as a sandbox, and applications are
unable to access resources or perform operations outside of their sandbox that would
adversely impact system security (e.g., by downloading malicious software) or the user’s
privacy (e.g., by reading contacts, emails, or other personal information) (see, e.g., [19]).
An application must explicitly request the permissions needed either at installation time
via its AndroidManifest.xml file or at runtime. Our experimental environments, which
are discussed later, involved Android version 8.0, and thus, the permissions granted to the
applications were requested at runtime.
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The permissions granted to applications are classified into several protection levels
based on their ability to harm the system or the end user, of which three levels affect
third-party applications:

1. Normal permissions: these cover areas where an application needs to access data
or resources outside its sandbox but there is a low risk to the user’s privacy or the
operation of other applications.

2. Signature permissions: these are granted only if the application that requests the
permission is signed by the same certificate as the application that requests the
permission.

3. Dangerous permissions: these cover areas where an application requests access to
data or resources that involve the user’s private information and could potentially
affect the user’s stored data or the operation of other applications.

In the smart mobile ecosystem, the permissions model is related to the user’s consent,
and thus, it deserves special attention [4]. Unfortunately, most users have a limited under-
standing of the risks associated with granting permissions to (or accessing) certain apps,
and many app developers have difficulties in comprehending and appropriately handling
permissions [4]. Moreover, the permissions model does not facilitate the provision of legally
valid consent for any third-party functionalities that may be integrated into the app (since
in Android platforms, third-party libraries inherit the privileges of the host app); hence,
data protection risks arise whenever a third-party library uses personal data for profiling
and targeting without the user’s consent or without informing the user.

In addition to the above, other privacy and data protection risks that are inherent
in the smart mobile ecosystem can be summarized as follows (see, e.g., [4] and the refer-
ences therein):

• The processing of personal data should not be limited to the bare minimum. For
example, app providers should allow an app to access a phone’s sensors (location,
camera, microphone, etc.) and the data stored on the user’s device (pictures, contacts,
etc.) when it is relevant for the proper functioning of the app, e.g., it is acceptable for a
weather app to request permission to access a device’s location but access to the exact
location seems unnecessary.

• Confidentiality of personal data is insufficient. For example, encrypting all communi-
cations should be a prerequisite (which is not always the case); however, this may not
always be sufficient. An app should at least use certificate pinning or preinstalled keys
to prevent man-in-the-middle attacks on encrypted sessions (see, e.g., [20]). Moreover,
users should be fully aware of what encryption means, for example, if an end-to-end
encryption scheme is not used, this means that the app provider is technically able to
decrypt and read the data. Additionally, it should also be made clear whether or not
metadata are encrypted.

• There are insufficient mechanisms to allow users to control their data processing.
Apart from the aforementioned intra-library collusion issue, users should have clear
free choices when providing consent, for example, deceptive designs and manipulative
patterns that “force” users to provide consent (such as pre-checked boxes) are highly
problematic. Moreover, when an app requests permission to access a device’s sensors
(location, camera, microphone, etc.) and/or locally stored data, the app should
still work even when the user does not agree to this access, with possibly limited
functionality.

3. Previous Work

Data protection and privacy issues in the general framework of the mobile ecosystem
have been extensively studied in the literature (see. e.g., [21–27]), and a generic report
has been also issued by the European Union Agency for Cybersecurity [4]. Specifically,
the privacy implications of ads in Android applications were studied in [21], and it was
shown that many ad libraries required more permissions than what was described in their
documentation. The work in [22] focused on checking and evaluating the behavior of
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apps with respect to privacy issues through static analysis to identify possible data leaks,
for example, whether the application releases the user’s location or device ID without
their consent. To achieve this, the researchers designed concrete semantics that formalized
how the expressions generated by the program’s execution maintained the footprints of
personal data stored locally on the mobile device. Additionally, in [24], it was shown
that even so-called anonymous social networks process personal data and these should
not be considered anonymous applications. Privacy implications with respect to the
use of wearables and fitness-tracking applications were studied in [25] and the work
in [26] focused on privacy issues stemming from the use of fitness applications and GPS
navigators. In [27], mobile health applications were studied in terms of both security and
privacy characteristics, illustrating that many of the analyzed applications did not follow
well-known practices, including the relevant legal obligations. In all the above-mentioned
works, some common issues were identified: (i) several hidden or not fully transparent
personal data processes occurred without the user’s awareness (such as the leaking of
device identifiers to third parties), and (ii) many dangerous permissions were granted to
apps that were not fully justified.

The security and privacy risks stemming from video conferencing apps have received
much attention over the past few years due to the pandemic. For example, the well-
known Zoom app issued a patch in 2019 to address a flaw that allowed hackers to hijack
webcams [28] and enhanced its encryption features following the outbreak of the pandemic
(see, e.g., [29]).

However, despite the fact that all these apps now use encryption—and some of
them also use end-to-end encryption, meaning that neither service providers nor other
parties have access to the contents of communications aside from the end users—there
are still several concerns because, as mentioned above, privacy is not synonymous with
confidentiality. For example, in [30], it was shown that, through the use of these apps,
various user data can be derived from the characteristics of encrypted media streams, such
as whether the camera is on/off or whether there is increased activity in front of the camera,
even if end-to-end encryption is used.

There are also several issues stemming from the amount of personal data, including
metadata, that VCAs collect and process, in conjunction with what is outlined in the rele-
vant privacy policies. For example, in a 2020 report [31], it was stated that according to their
privacy policies, some popular VCAs collect more data than consumers realize. In [32],
it was shown that the leaking of users’ personal data from smart devices to third-party
websites takes place through apps such as VCAs. Since they can lead to the exposure
of users’ personal data without their consent, the privacy risks related to the recording
services provided by VCAs were examined in [33], where a privacy-preserving publishing
system that automatically processes video and audio information in VCRs for personal data
protection was proposed. Recently, in [34], video conferencing apps were analyzed in terms
of their behavior when a user clicks the mute button. Surprisingly, the researchers managed
to trace raw audio flow in many popular apps since some apps continuously monitored the
microphone input during mute, whereas others did this periodically. Moreover, fragmenta-
tion was also found in the relevant policies. Additionally, in [35], the researchers illustrated
how private information can be extracted from collage images of meeting participants that
are publicly posted online. To achieve this, image processing and text recognition tools, as
well as social network analysis, were efficiently utilized.

4. Research Methodology

This section presents the main goals of the current research and the methodology that
was adopted.

4.1. Contribution of This Work

This work aims to analyze VCAs by identifying the processing of personal data during
usage of these apps through static and dynamic analysis while taking into account the
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intra-library collusion issue in the Android environment. We also examine the information
provided to users through privacy policies to assess their sufficiency and evaluate whether
data protection by design and default principles are in place.

Our work further extends the work in [32] by examining more apps than those studied
therein and by studying and evaluating all the relevant privacy policies in connection with
the results of our analysis.

4.2. Research Questions

In this work, we mainly focus on the following research questions regarding messaging
and video conferencing applications:

1. Do these applications collect only data that are absolutely necessary? Are any required
permissions fully justified?

2. What types of data are being leaked to third parties through the use of these apps?
3. Are all these processes fully transparent to the users, i.e., is clear and comprehensive

information provided about the underlying processing of personal data?

Based on these research questions, we proceed with the testing environment and the
analysis of the selected video conferencing apps.

4.3. The Testing Environment

For our research, we utilized an Android device (version Nougat 8) on which we
installed and further examined the selected video conferencing apps, as described in the
next section.

To analyze these smart apps by investigating whether they send personal data to
third parties and checking the permissions they request, we utilized two well-known tools,
namely Exodus Privacy (hereafter referred to as Exodus) [36] and the Lumen Privacy Moni-
tor (hereafter referred to as Lumen) [37]. These tools provide the following functionalities:

• Exodus, which is supported by a French non-profit organization, can statically analyze
Android applications by looking for embedded trackers and listing them as an output
report. In addition, this tool presents the permissions that are being requested by an
app and highlights the dangerous permissions.

• Lumen is at the core of the ICSI Haystack project and is an initiative of independent
academic researchers. After its installation, the = Lumen app uses VPN installation
permissions on Android to analyze the outgoing traffic from the applications installed
on the device. Therefore, the VPN acts as middleware between the applications and
the packets they send by identifying their endpoints. In order for the application to
be able to read and analyze the outgoing encrypted data through the TLS and traffic
from the applications, the installation of a TLS certificate is required. Through the
analysis, users can see the personal data that an application collects, block unwanted
flows, and configure the application permissions so that they have better control over
their personal data. This tool has been used in several studies to analyze smart apps
with respect to privacy issues (see, e.g., [38,39]).

After setting up the appropriate testing environment, we proceeded to analyze several
video conferencing apps. In order to select a representative set of apps, we used several
selection criteria, such as (i) a high number of downloads according to the statistics from
the app store (i.e., popular apps), and (ii) a variety of countries/continents of origin span-
ning Asia, America, and Europe. The latter allows for checking how the different legal
frameworks on privacy and personal data protection affect the design and operation of an
app. Based on the above criteria, our study selected eighteen (18) popular video confer-
encing apps: (1) Discord, (2) Element, (3) KakaoTalk, (4) Line, (5) Messenger, (6) Phoenix,
(7) Session, (8) Signal, (9) Skype, (10) Teams, (11) Telegram, (12) Viber, (13) Webex Meet,
(14) WeChat, (15) WhatsApp, (16) Wire, (17) Zalo, and (18) Zoom.

Finally, having identified the specific data processes that take place through the use
of the aforementioned VCAs, we proceeded to examine their privacy policies to identify
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possible discrepancies and determine whether the information provided to the user was
clear, easily understood, and comprehensive. In the process, we attempted to find possible
violations of data protection by default principle.

Next, we present the results of our analysis. The dynamic analysis was performed
during the period of January–March 2022. The static analysis was also performed during
this period but it was repeated in November 2022 to identify any possible changes that
had occurred. The privacy policies were monitored during the entire period. The analyses
presented in this paper rely on the most recent versions (December 2022).

5. Results
5.1. Permissions Analysis of the Video Conferencing Apps

By using Exodus in conjunction with the Lumen tool, we analyzed the permissions
granted to each of the selected applications. We noticed that all applications requested some
access rights that were classified as dangerous; some of them were classified as dangerous
by Exodus but as high or medium risk by the Lumen tool. All the permissions that were
characterized as high risk by the Lumen tool were also considered dangerous by Exodus.
We summarize our observations in Table 1, with an emphasis on the high-risk permissions.
Each app was assigned a descriptive number, as described in Section 4.3.

As evident from the above analysis, although all the applications provided similar
services, there were variations in the permissions that each of them required. Permissions
such as accessing the camera or recording audio can be considered necessary in order
to provide the relevant video services, and thus, the fact that all apps required these
permissions was not considered strange (of course this does not mean that camera and
audio recording can be enabled at any time without the user being fully aware). However,
other high-risk permissions could not be considered, by default, absolutely necessary, and
thus, it was of interest that each app required, more or less, different permissions.

To avoid any misconceptions, it should be explicitly pointed out that none of these
permissions should be considered, by default, unacceptable in the context of a video
conferencing app; depending on the exact services provided by the app, we may find
that all the required permissions are necessary. However, the crucial issue is that any
permission should be fully justifiable and, of course, appropriate and comprehensive
information should be provided to users regarding the necessity of these permissions with
respect to the desired purpose of the processing. As discussed below, it is questionable that
these conditions are always in place.

The above variations in terms of the different permissions that are requested among
the different video conferencing apps may yield privacy and data protection concerns due
to the intra-library collusion threat, for example, according to the data in Table 1, if the
same third-party library is being simultaneously used (e.g., KakaoTalk, Viber, WeChat, and
Zalo), this library will obtain all the high-risk permissions that are shown in Table 1.

Additionally, we found that the video conferencing apps that required the largest
number of high-risk permissions were KakaoTalk and Signal, each requiring 19 high-risk
permissions, followed by Messenger and Line, requiring 18 and 17 high-risk permissions,
respectively. On the other hand, the app that required the lowest number of high-risk per-
missions was Session, requiring only five such permissions, followed by Discord, Element,
and Wire, which required seven high-risk permissions.
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Table 1. Dangerous permissions obtained by video conferencing apps (where × denotes the relevant
permission being requested).
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Permissions/VCA

ACCESS_COARSE_LOCATION × × × × × × × × × × × × × ×
ACCESS_FINE_LOCATION × × × × × × × × × × × × × × ×
ANSWER_PHONE_CALLS ×
BODY_SENSORS ×
CALL_PHONE × × × × × × × × × × ×
CAMERA × × × × × × × × × × × × × × × × × ×
GET_ACCOUNTS × × × × × × × × × × × × ×
READ_CALENDAR × × × ×
READ_CALL_LOG × ×
READ_CONTACTS × × × × × × × × × × × × × × × ×
READ_EXTERNAL_STORAGE × × × × × × × × × × × × × × × × × ×
READ_PHONE_NUMBERS × × × × × × × ×
READ_PHONE_STATE × × × × × × × × × × × × × ×
READ_SMS × × × ×
RECEIVE_SMS × × × ×
RECEIVE_MMS × × × × ×
RECORD_AUDIO × × × × × × × × × × × × × × × × × ×
SEND_SMS × × × ×
SYSTEM_ALERT_WINDOW × × × × × × × × × × × × × ×
WRITE_CALENDAR × × ×
WRITE_CONTACTS × × × × × × × × × × ×
WRITE_EXTERNAL_STORAGE × × × × × × × × × × × × × × × × × ×
WRITE_SETTINGS × × × × × × × × × ×
Total number 7 7 19 17 18 8 5 19 13 12 13 15 12 13 14 7 14 13

5.2. Trackers Analysis of the Video Conferencing Apps

In January 2022, we analyzed the video conferencing apps using Exodus and found
that all but three of them contained at least one tracker. Interestingly, we observed that a
Google tracker was present in almost all of the apps, with the exception of Wire.

In November 2022, we re-examined the trackers present in these apps. Notably, the
number of trackers had decreased in seven of the apps, which demonstrated efforts by the
app providers to be more privacy friendly. However, in Messenger, the number of trackers
had increased from four to five.

The number of trackers found in each application is summarized in Table 2.
The presence of trackers indicates possible privacy threats depending on the types

of trackers present and the data collected by each tracker. In principle, a small number
of trackers may not present threats, whereas the presence of no trackers can alleviate the
so-called intra-library collusion issue. In this regard, the data in Tables 1 and 2 should be
considered together, for example, it can be seen that Signal requested a large number of
high-risk permissions but, at the same time, it did not contain any trackers.
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In Tables 1 and 2, it can be seen that the app with the highest number of trackers was
Viber, which also required a high number of high-risk permissions. On the other hand, the
apps mentioned previously that required the smallest number of high-risk permissions,
in general, also contained a small number of trackers. In particular, Element, Session, and
Wire did not contain any trackers (Wire contained one tracker in January 2022, which was
not a Google tracker). However, Discord, which also required a small number of high-risk
permissions, included a significant number of trackers, that is, six, in January 2022. By
November, this number had decreased to two. Interestingly, popular apps such as Skype,
Teams, Webex Meet, and Zoom, which are frequently used by organizations for video
conferencing, did not contain a large number of trackers.

Table 2. Number of trackers embedded into video conferencing apps.

App Number of Trackers (January 2022) Number of Trackers (November 2022)

(1) Discord 6 2
(2) Element 0 0
(3) KakaoTalk 3 3
(4) Line 4 4
(5) Messenger 4 5
(6) Phoenix 3 3
(7) Session 0 0
(8) Signal 0 0
(9) Skype 2 1
(10) Teams 3 3
(11) Telegram 1 1
(12) Viber 12 6
(13) Webex Meet 2 2
(14) WeChat 5 2
(15) WhatsApp 1 1
(16) Wire 1 0
(17) Zalo 7 5
(18) Zoom 1 0

Relationships with Other Apps

When studying the permissions required by an app, together with the trackers that
the app uses, we should also take into account the large number of other apps that the
user already has installed on their device. For example, according to the data in Table 2,
Viber contained six trackers, which, based on the information obtained using the Exodus
tool, included some well-known ATS such as Google AdMob and MixPanel, and some
well-known analytics services such as Google CrashLytics and Google Firebase Analytics. If
another app, for example, a fitness app, that was installed on the user’s device also utilized
one or more of these trackers, then the intra-library collusion threat can lead to serious
data protection concerns. To observe this, we could simply conclude that this fitness app
requires different permissions to those granted to Viber (e.g., the RECEIVE_SMS permission)
while it also sends different types of personal data to the tracker(s) compared to those
sent by Viber. Then, this third party receives personal information from both apps, which
becomes a superset of information containing more than it would had only one of these
two apps been installed on the device.

The user, when installing and using apps, is typically not aware of this threat. As we
discuss later, this kind of information cannot be gleaned from privacy policies, even those
that are fairly comprehensive.

5.3. Analyzing the Data Flow from the Video Conferencing Apps

Using the Lumen tool, we observed that for some of the video conferencing apps,
there was data traffic to third-party domains. For example, Figure 1 illustrates the case of
Viber, where there was data traffic to third-party domains, which were characterized as
advertising or tracking services (ATS).

The output of the Lumen tool with regard to the traffic being transmitted to ATS
by the video conferencing apps is shown in Table 3. All the domains corresponding to
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ATS were third-party domains, with the exception of the domain line-apps.com, which
corresponded to the Line app. The Lumen tool did not identify any other traffic from the
other applications to ATS.

Figure 1. Data flow to ATS from Viber.

Table 3. Captured traffic from video conferencing apps to ATS (where “×” indicates that traffic to the
relevant domain has been captured).

Discord KakaoTalk Line Phoenix Viber

adjust.com ×

appboy.com ×

appsflyer.com ×

collection-endpoint-prod.herokuapp.com ×

crashlytics.com × ×

line-apps.com ×

mixpanel.com ×

Moreover, according to the output of the Lumen tool, some leaks were considered
high risk with respect to privacy (see, e.g., Figure 1 for the case of Viber). A summary of
the leaks captured by the Lumen tool is given in Table 4. Red indicates high risk, whereas
green and blue indicate low and medium risk, respectively.

Table 4. Captured data leaks from video conferencing apps.

App Account Android Build
(com.facebook.messenger) Serial BSSID Fingerprint Private IP Timezone

Line × ×
Phoenix ×
Skype × × ×
Teams ×
Viber × ×
Webex Meet × × ×
Whatsapp ×
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Based on the findings of the Lumen tool, Skype was able to access information about
the user’s Facebook Messenger account, as well as the Android serial number. Both these
data leaks were characterized as high risk, whereas no other app was found to require
access to these data. Moreover, Viber was able to access the Basic Service Set Identifier
(BSSID), which was also considered high risk. Indeed, the BSSID can provide access to
the geolocation of the user even if the GPS is disabled [40]. Other data leaks that were
captured were the time zone (Skype and Webex Meet) and the private IP address (Line and
Webex Meet) of the user. The latter is a range of IP addresses used in an internal network
that is provided by network devices such as routers using network address translation.
According to the Lumen tool, these data leaks were considered medium risk in terms of
privacy. As shown in Table 4, six apps were found to process the so-called Build Fingerprint,
which is a value that is used to uniquely identify the type and version of the Android
operating system.

5.4. Transparency of the Processing

Next, we studied the privacy policies of video conferencing apps to evaluate whether
they provide sufficient information to their users or, equivalently, whether they fulfill the
transparency requirements. By taking into account the results from the tools, the study of
the privacy policies indicated that there were apps that sent data to advertisers without
the user’s permission, and in some cases, the privacy policy was not clear with respect to
the underlying purposes of the data processing. The main findings can be summarized
as follows:

1. Discord: The privacy policy (https://discord.com/privacy (accessed on 28 December
2022)) classifies the personal data that the app processes into two main categories:

(a) Data provided by the user to the company such as account information, content
created by the user, etc.

(b) Data automatically collected by the company such as information about the
user’s device (e.g., the IP address, operating system information, browser
information, device settings related to the microphone and/or camera, and
information about the use of the app or website when the user utilizes one of
the company’s services. Additionally, there may be other cases, for example,
when the user clicks on an ad on a third-party platform on which the company
advertises for Discord, the company may receive information about which ad
the user saw and on which platform.

The Discord privacy policy also describes all the purposes of the data processes that
take place and the legal basis for each purpose; however, there is no explicit mapping
of each purpose to the exact user data processed.
Moreover, although Discord’s privacy policy states that the user may be able to
configure their privacy settings, it seems that the data protection by default principle
may not be always present, for example, the privacy policy states that “If you turn off
the “Use data to improve Discord” setting, we will stop collecting and using certain
event and log information to help us understand how users use our services, what
features or products they may want, or to otherwise improve our services”, which
implies that this option is activated by default.
Regarding third-party trackers, the relevant information in Discord’s privacy policy
states that “We may share information with vendors we hire to carry out specific
work for us (...) We may also share limited information with advertising platforms
to help us reach people that we think will like our product and to measure the
performance of our ads shown on those platforms. We do this to help bring more
users to Discord, and provide only the information required to facilitate these services.
This may include information like the fact that you installed our app or registered to
use Discord.”. Given the number of embedded trackers found in the dynamic analysis,
it is unclear exactly which user information is being sent to which third parties.

https://discord.com/privacy
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2. Element: The privacy policy (https://element.io/privacy (accessed on 28 December
2022)) states that the company collects information when the user registers for an
account, including their email address, an identified authentication (which is further
explained in the policy), their password (stored in a salted hashed form with a server-
side pepper secret), their Twitter id, and their Google id. Additionally, the company
may collect the user’s location data if the user chooses to use static or live location-
sharing features within the app. Moreover, the company collects the user’s IP address
to support operational maintenance and protect against malicious actions against
its infrastructure. The company also uses analytics services that are hosted entirely
within the company’s network and states explicitly that the company does not share
any analytics data with third parties.
In principle, Element’s privacy policy and the app itself are consistent with the
findings of our dynamic analysis of the app, that is, it does not contain any trackers.

3. KakaoTalk: The privacy policy (https://www.kakao.com/policy/privacy (accessed
on 28 December 2022)) defines some data that are always collected, including basic
personal information such as the user’s email address, password, name (nickname),
profile picture, list of friends, contacts, and history of service usage, among others.
The purposes of the data processes are explicitly stated and include a description of
each process involving personal data.
The policy also states that some other information may be collected during the use
of the provided services such as the operating system, screen size, device ID, and IP
address, among others.
According to the policy, the company does not provide personal information to any
third party without the user’s consent or unless demanded by law. However, there
is a reference to pseudonymized data that cannot identify an individual, which may
be used for archiving, scientific research, or statistical purposes. According to the
findings of our dynamic analysis, the app sends data to the crashlytics tracker, which
is an analytics service. However, it is unclear whether the data that are sent to this
tracker are indeed pseudonymous or the level of pseudonymization applied to them.

4. Line: The privacy policy (https://line.me/en/terms/policy/ (accessed on 28 Decem-
ber 2022)) classifies the data processing with respect to data that are automatically
collected by the app provider (such as information provided during the user’s reg-
istration process, e.g., the user’s phone number, as well as information collected
externally, e.g., information collected by an app plug-in installed in a third-party app
such as “Like”) and data that are optionally provided by the user, such as those in the
context of the “Auto Add Friends” feature, which automatically adds friends to the
app’s services when the user uploads information about their friends to their device’s
address book.
An interesting point in Line’s privacy policy is that the app provider may disclose
public information containing personal data in news published on the Internet. The
purpose of this processing is not clearly stated in the policy.
Additionally, according to the policy, the app may collect the location information of
the user’s device when the user shares their location information with friends in order
to provide optimized search results or customized content or ads. If the user does
not agree to share their location information, the app’s policy states that the app may
approximate the user’s location from network information such as their IP address.
With regard to the use of third-party modules, the policy states that the app may use
modules from a third-party software development kit (SDK) in its services to analyze
the usage of its services or distribute ads and measure their effectiveness. Moreover,
the policy states that in cases where data are being processed by a third party through
a module provided by that third party, the privacy policy of that third party applies.
A list of these third parties is provided, which includes, among others, companies
such as Google, Firebase, and Facebook. Interestingly, the exact data collected by each
of them and the purpose of the processing are not clearly stated.

https://element.io/privacy
https://www.kakao.com/policy/privacy
https://line.me/en/terms/policy/
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5. Messenger: The privacy policy (https://www.facebook.com/policy.php (accessed
on 28 December 2022)) contains text that is common to all apps provided by Meta,
which could be considered a possible weak point since the user may not have a clear
understanding of the personal data processed by each app. In any case, this general
privacy policy classifies the personal data that are collected into four main categories:

(a) The user’s activity and the information provided by the user (with an emphasis
on the fact that the company cannot see the content of end-to-end encrypted
messages). Metadata are also included in this category.

(b) The user’s friends, followers, and other connections. In this regard, the pol-
icy states that the company also collects information on the user’s contacts,
whereas, interestingly, this information may be collected even if the user’s
contacts do not use Meta products.

(c) The app, browser, and device information, including the type of device, details
about its operating system, the battery level, identifiers that can distinguish
the user’s device from other users’ devices, the IP address, and device signals
such as GPS, Bluetooth, and nearby Wi-Fi access points.

(d) Information from partners, vendors, and third parties.

The policy states that the user’s data are used to provide, personalize, and improve
the company’s products. These goals are further classified into sub-goals, including
the provision of measurements, analytics, and business services. Moreover, the
policy has a separate section on partners, which are classified as advertisers and
audience network publishers, partners who use the company’s analytics services,
partners who offer goods or services on the company’s commercial platforms, and
integrated partners.
The policy also explains, in detail, the relevant legal basis for each type of data
processing; however, a detailed description of which personal data are used for each
purpose is unavailable.

6. Phoenix: The Phoenix app is a Facebook wrapper that shows Facebook and Messenger
in a mobile-friendly web interface. It offers in-app messages, calls, and video calls,
providing the user with the same aesthetics as the original Facebook app.
The privacy policy of Phoenix was available during the time of our initial dynamic
analysis at privacy.unimania.xyz/privacy_policy_pnx.html (accessed on 12 February
2022); however, by November 2022 when we re-examined the privacy policies, this link
had become inactive. We later found the app’s privacy policy at https://www.apkmir
ror.com/apk/unimania/phoenix-facebook-messenger/ (accessed on 4 January 2023),
which states that the company collects anonymous, non-personal user demographics
and ad data for market research purposes only to gain special advertising-related
insights and conduct analyses for brands that work with the company. The company
does not collect, store, use, share, or sell any of the user’s personal information.
However, it appears that this policy is not fully consistent with our findings since
the app includes third-party trackers and collects the build fingerprint of the device,
but neither of these can directly identify the user and they are not considered high-
risk processes. However, this information can still be considered personal and not
anonymous data.

7. Session: The privacy policy (https://getsession.org/privacy-policy (accessed on 28
December 2022)) is very brief and states that the app does not know who the user is,
who they are talking to, or the contents of messages as it does not collect or share any
personal information. The policy also states that the app does not store any identifying
information about the user’s device, such as the IP address or the user agent, or any
personal data such as the user’s phone number, e-mail address, or any information
tied to the user’s real identity when they create a Session account.
The above points are consistent with our findings that Session does not use any
trackers.

https://www.facebook.com/policy.php
privacy.unimania.xyz/privacy_policy_pnx.html
https://www.apkmirror.com/apk/unimania/phoenix-facebook-messenger/
https://www.apkmirror.com/apk/unimania/phoenix-facebook-messenger/
https://getsession.org/privacy-policy
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8. Signal: The privacy policy (https://signal.org/legal/#privacy-policy (accessed on 28
December 2022)) begins by stating that “Signal is designed to never collect or store any
sensitive information. Signal messages and calls cannot be accessed by the company
or other third parties because they are always end-to-end encrypted, private, and
secure”. The policy, which is quite brief, also states that a user’s phone number is
needed when they create an account and additional optional data such as the user’s
photo may be also processed.
Moreover, Signal’s policy states that the app can optionally determine which contacts
in the user’s address book are Signal users by using a service designed to protect the
privacy of the contacts based on cryptographic hashes. Specifically, as stated on a
dedicated web page (https://signal.org/blog/contact-discovery/ (accessed on 28
December 2022)), Signal overcomes this problem by utilizing Bloom filters to explore
contacts lists to identify users that also Signal while preserving users’ privacy.
There is also a reference to third parties and the policy states that the company works
with third parties to provide some of its services. For example, these third-party
providers send a verification code to the user’s phone number when they register.
These providers are bound by their privacy policies to safeguard that information.
No other information is provided about third parties, which is consistent with our
findings that the app contained no trackers.

9. Skype and Teams: These are two Microsoft apps and although they are intended for
different uses (Teams is geared toward professional/academic activities), they share
the same privacy policy (https://privacy.microsoft.com/en-us/privacystatement
(accessed on 28 December 2022)). As in the case of Meta’s general privacy policy,
this could be considered a weak point with respect to the clarity of the information
provided to users.
According to the policy, the company collects data from users by interacting with them
and through the company’s products. The data collected by the company depends on
the context of the user’s interactions with the company and their choices, including
the privacy settings, products, and features used. The company also obtains user
data from third parties. Moreover, the policy describes a list of purposes for data
processing (including targeted advertising, among others) and states that to carry
out these purposes, it combines data from different contexts (for example, when a
user uses two Microsoft products) or obtains data from third parties to provide the
user with “a more seamless, consistent, and personalized experience in order to make
informed business decisions, as well as for other legitimate purposes”. There is also a
reference to automated processes based on artificial intelligence techniques.
The policy includes several other sections such as “cookies and similar technologies”
and “Microsoft account”. However, as stated above, the policy is generic and does not
explicitly state which personal data are used by each app and for what purpose or the
legal basis on which personal data are processed. Thus, despite the generic statement
in the policy that the user has control over their data usage, it is uncertain whether
the apps meet the data protection by design and default principles.

10. Telegram: The app’s privacy policy (https://telegram.org/privacy (accessed on 28
December 2022)) begins by stating two privacy principles: (1) the company does not
use the user’s data to customize ads, and (2) the company only stores the data that
Telegram needs to function as a secure and feature-rich messaging service.
According to the policy, the personal data used by the app includes the basic account
details (telephone number, e-mail address, account name, etc.), messages exchanged
through the cloud chat (which are stored on its servers and are encrypted using
cryptographic keys stored in separate data centers) or secret chats (which use end-to-
end encryption, and thus, there is no way for the company or anybody else without
direct access to the user’s device to discover the content of those messages; the
company does not store secret chats or store the logs for messages sent in secret chats),
and the user’s contacts where consent is requested before synchronization. Moreover,

https://signal.org/legal/#privacy-policy
https://signal.org/blog/contact-discovery/
https://privacy.microsoft.com/en-us/privacystatement
https://telegram.org/privacy
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if the user shares their location in a chat, this location data is treated the same as the
content of other messages in cloud or secret chats.
The policy also provides a list of the purposes for which the user’s data are processed
and explicitly states that the company does not use the user’s data for ad targeting or
other commercial purposes. However, as described above, our experiments illustrated
that there is a tracker in the app, that is Google Firebase Analytics, which is not
explicitly stated in the app’s privacy policy.

11. Viber: The app’s privacy policy (https://www.viber.com/en/terms/viber-privacy
-policy/ (accessed on 28 December 2022)) presents a list of all personal data that
are collected by the company, including several types of identifiers (such as device
and network identifiers) and GPS-based location depending on the user’s agreement.
The policy explicitly states that some personal data are collected automatically from
the user’s device through device-identifying technologies. To this end, the policy
clarifies that cookies and tracking technologies are used for advertising and marketing
purposes and provides a list of all third parties that are involved in the data processing;
however, they are mainly presented in the ’cookies section’ of the privacy policy,
thus implying that they are related to third-party cookies rather than other tracking
mechanisms.
Moreover, the policy describes the purposes of all the data processes and, interestingly,
for each purpose, there is a description of the types of personal data that are needed
(a feature that is not common in other policies). However, these descriptions are
somewhat generic. For example, with respect to the advertising purpose, the policy
states that the company shares different types of personal data, which may include a
device identifier and the user’s age range, inferred gender, and reduced IP address
(or GPS location data if the user allows this) with third-party advertising partners
for the purpose of presenting personalized ads. However, an exact reference to the
processing of the BSSID that was captured by our dynamic analysis is missing from
the information provided to users.

12. Webex Meet: A generic privacy policy (https://www.cisco.com/c/en/us/about/lega
l/privacy.html (accessed on 28 December 2022)) is provided by the company (Cisco).
In this generic policy, the description of the user’s personal data that is processed by
the company is also quite generic. The policy states that “We collect personal infor-
mation for a variety of reasons, which may include processing your order, providing
our various websites and other products and services (“Solutions”), providing you
with a newsletter subscription, sending business and marketing communications,
personalizing your experience, and processing job applications” and “We may also
collect information relating to your use of our websites and web-based Solutions
through the use of various technologies, including cookies”.
However, in the generic policy are links to more specific privacy policies, where
a privacy datasheet is available (https://trustportal.cisco.com/c/dam/r/ctp/docs
/privacydatasheet/collaboration/cisco-webex-meetings-privacy-data-sheet.pdf (ac-
cessed on 28 December 2022)), which describes the processing of personal data by
Webex Meet. This datasheet contains a detailed description, along with the purposes,
of the personal data that are processed. There is also an explicit reference to the
sub-processors, i.e., service providers, contractors, or authorized third parties that
assist in providing and improving the services. The datasheet also contains a detailed
description of all the third parties, the personal data that are processed by each of
them, and for what purposes. Moreover, for each case, information is also provided
about the location where the data are stored.

13. WeChat: There are two privacy policies for this app—one for users whose phone
numbers are not the +86 China country code and another for China-based users.
Here, we focus on the first privacy policy, which is available at https://www.wechat
.com/mobile/htdocs/en/privacy_policy.html#pp_how (accessed on 28 December
2022). This policy is quite detailed with respect to the personal data that are collected

https://www.viber.com/en/terms/viber-privacy-policy/
https://www.viber.com/en/terms/viber-privacy-policy/
https://www.cisco.com/c/en/us/about/legal/privacy.html
https://www.cisco.com/c/en/us/about/legal/privacy.html
https://trustportal.cisco.com/c/dam/r/ctp/docs/privacydatasheet/collaboration/cisco-webex-meetings-privacy-data-sheet.pdf
https://trustportal.cisco.com/c/dam/r/ctp/docs/privacydatasheet/collaboration/cisco-webex-meetings-privacy-data-sheet.pdf
https://www.wechat.com/mobile/htdocs/en/privacy_policy.html#pp_how
https://www.wechat.com/mobile/htdocs/en/privacy_policy.html#pp_how
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and further processed, as well as for what purposes and on which legal basis the data
are used. Additionally, the data retention period is also provided. However, there
may be some concerns with respect to data protection by design and by principle. For
example, regarding location data, the policy defines that “location data is information
that is derived from your GPS (GPS coordinates), WiFi (approximate city location),
IP address (country location), or public posts that contain location information (the
location you geo-tag)”, while the legal basis for processing these data is that it is
necessary to fulfill the contract; however, the policy also states that the user may
disable the collection and use of their location data through device-level settings, thus
rendering the necessity of collecting such data questionable.
With respect to data transfers to third parties, the policy states that the company
engages with service providers to supply services to support or improve the app and
that the company may share with advertising partners reports about the trends and
performance of their advertisements to help them better understand their audience.
To this end, the policy states that the company does not share information that
personally identifies the user, such as their name or email address unless the user
consents to this. Along the same line, the policy also states that the company may
also pseudonymize or aggregate personal information for analytical purposes to
provide to third-party service providers. There is no explicit reference to the names
of these providers (our analysis found, for example, the existence of the Google
Firebase Analytics tracker) and there is also no explicit information about the types of
pseudonymized/aggregated information provided to them.
Finally, our analysis illustrated that the app requests the BODY_SENSORS permission
(it is the only app requiring this access), and this data process is not explained in the
app’s privacy policy.

14. Whatsapp: The app’s privacy policy (https://www.whatsapp.com/legal/privacy-p
olicy-eea (accessed on 28 December 2022)), which begins with a generic statement
that the app provides end-to-end encryption and that this will never change, is
quite detailed in a structured way, presenting the purposes for which data are being
processed and the types of personal data that are processed for each purpose, as well
as the relevant legal basis. Interestingly, apart from this detailed description, there is
also a more general section of the policy that explains in simple words what personal
data the company generally collects and why. This generalized text identifies the
following cases with respect to personal data collection:

• Information that the user provides. This includes account information and user
content, as well as the user’s connections (if the user makes use of the contact
upload feature, whereas the policy states that if any of the user’s contacts are not
yet using the service, the company will manage this information in a way that is
designed to ensure that those contacts cannot be identified).

• Automatically collected information: This includes device and connection infor-
mation (whereas, as a special case, it is explicitly mentioned that this includes
identifiers unique to Meta products associated with the same device or account)
and general location information (for precise location information, the user must
provide consent).

• Information that third parties provide about the user. This includes data pro-
cessed by the company through the aforementioned upload contacts feature, as
well as cases where users report other users (e.g., for violation of terms).

• Information shared by the user and by WhatsApp with third parties. This
includes third-party service providers, but these third parties, as described in the
app’s privacy policy, do not include advertising or analytics companies. In terms
of the latter, the policy states that the company works with other Meta companies
in the UK, Israel, and the United States that provide business analytics services.

The above points are consistent with our findings. Of course, in such a complex
data processing framework with the many services provided, the fulfillment of data

https://www.whatsapp.com/legal/privacy-policy-eea
https://www.whatsapp.com/legal/privacy-policy-eea
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protection by design and default principles needs to be very cautiously assessed. In
any case, the privacy policy seems to present all the necessary information.

15. Wire: The app’s privacy policy (https://wire.com/en/legal/ (accessed on 28 Decem-
ber 2022)) is very different from the other privacy policies since it does not contain
detailed information about which personal data are processed or for what purposes.
However, the app’s provider presents the characteristics of the app that make it
privacy friendly, and the policy states that there is always end-to-end encryption,
meaning that each device and user access request is fully authenticated, authorized,
and encrypted before granting access. In addition, the policy states that there are no
ads, and thus, the user’s personal data and the content of their conversations will
never be sold or shared with anyone and nor will they ever be used by any third-party
advertiser.
The above points are generally consistent with our findings since no tracker was
found through our analysis and Wire requests a relatively small number of high-risk
permissions. In any case, even if the data processing is generally privacy friendly—and
it is also highly possible that the data minimization principle is fulfilled—sufficient
information should be provided to users.

16. Zalo: Zalo’s privacy policy (https://zalo.me/zalo/policy/ (accessed on 28 December
2022)) is the briefest of all the privacy policies we examined in this work. It consists of
three very compact sections. The first briefly describes the information the company
collects, that is, information about the user’s account, device information such as
the hardware model, location information, and information about the user’s contacts
(address book). The latter is stored on the company’s servers to optimize the app
experience. The second section briefly described how the collected information is used
(no advertising or statistics purposes are given therein). The third section concerns
how the company shares the information and it is simply stated that encryption is
used and that the information is not shared with any third parties.
The privacy policy is so compact that it is very difficult to claim that sufficient infor-
mation is provided to users. It is unclear exactly which personal data are collected
and on what legal basis (e.g., whether some data are collected only after the user
provides consent). Moreover, our analysis found that this app contained five trackers
and this is not reflected in the privacy policy. In addition, the fact that the contact list
is, by default, stored on the company’s servers raises some concerns regarding the
fulfillment of the data protection by default principle.

17. Zoom: The app’s privacy policy (https://explore.zoom.us/en/privacy/ (accessed
on 28 December 2022)) contains several sections. The first section describes the types
of personal data that are generally collected. This includes the device information,
together with a description that it is consistent with the high-risk permissions required,
i.e., this device information “may include information about the speaker, microphone,
camera, OS version, hard-disk ID, PC name, MAC address, IP address (which may be
used to infer the general location at a city or country level), device attributes such as
the operating system version and battery level, WiFi information, and other device
information such as Bluetooth signals”. The second section contains a description
of how the personal data are used and includes an explicit reference to marketing,
promotions, and third-party advertising. However, there is no explicit mapping of the
first two sections, i.e., the types of personal data that are used and for what purposes.
There is another section in the policy concerning data sharing, which states that the
company uses third-party marketing, advertising, and analytics providers. Moreover,
there is a specific section about the cases in which European law (such as the GDPR) is
applicable, including the legal basis for each data process and users’ rights). However,
there is no explicit mapping of the purposes of the data processes described in the
policy to the corresponding legal bases.

In Table 5, we summarize the main findings of our evaluation of the privacy policies
of video conferencing applications. The table focuses on the following aspects:

https://wire.com/en/legal/
https://zalo.me/zalo/policy/
https://explore.zoom.us/en/privacy/


Electronics 2023, 12, 1247 19 of 25

• Whether the privacy policy provides a detailed description of the types of personal
data that are collected and further processed and for what purposes;

• Whether there is a detailed description of the third parties that collect data and which
data are collected by which provider and for what purposes;

• Whether the results of our static and dynamic analysis of the apps are consistent with
the app’s corresponding privacy policy.

It is important to note that when even in cases where the privacy policy contains a
detailed description of the underlying personal data processes, no justification is provided
about which Android permissions are required by the app or why. Hence, it remains
difficult to fully evaluate the necessities of the permissions shown in Table 1.

Table 5. Summary of the examination of the privacy policies of the VCAs.

App Detailed Description Detailed Description The Privacy Policy
of Personal Data Collected of Third Parties Is Consistent with

(Types of Data and Purposes) Our Findings

Discord Yes ? No Yes †

Element Yes No third parties Yes
KakaoTalk Yes Yes ? Yes ‡

Line Yes ?• Yes ? Yes
Messenger Yes ? Yes ? Yes
Phoenix Only anonymous data ◦ No No (see Tables 3

and 4)
Session Only anonymous data ◦ No third parties Yes
Signal Yes � No third parties Yes
Skype No detailed description No No (see Table 4)
Teams No detailed description No Yes
Telegram Yes ? No third parties Yes †

(only payment services)
Viber Yes Yes ? No (see Table 4)
Webex Meet Yes Yes Yes
WeChat Yes Categories of parties ? No (see Tables 1

and 2)
WhatsApp Yes Categories of parties Yes
Wire Yes � No third parties Yes
Zalo No No No (see Table 2)
Zoom Yes ? Categories of parties ? Yes

? No direct mapping of the types of data processed to the relevant purposes of the processing. † Some traffic
to third parties was captured but is not stated clearly in the policy. ‡ Unclear what pseudonymized data are
provided to third parties. • No detailed information about the processing of public information from the Internet.
◦ Unclear whether data considered anonymous are indeed anonymous. � Minimal information is provided but
the app collects minimal personal data.

It should be pointed out that Table 5 does not include information about whether the
legal basis, according to the GDPR provisions, is also given for each data process (this occurs
only in a few cases, as stated above, i.e., with Discord, Messenger, and Zoom). Moreover,
as stressed above, in a few cases, there are concerns that some default configurations are
not privacy friendly (e.g., Discord, Line, WeChat, and Zalo) based on what is stated in the
corresponding privacy policy; however, this is not reflected in Table 5.

5.5. Security Aspects

For the sake of completeness, we subsequently present information regarding the
security aspects of VCAs. This includes identifying which VCAs support end-to-end
encryption and investigating the publicly disclosed related cybersecurity vulnerabilities
related to these VCAs based on the well-known Common Vulnerabilities Exposure (CVE)
list [41]. Since it is logical to assume that vulnerabilities found several years ago have been
efficiently resolved by the current versions of the apps, we focused on the vulnerabilities
found over the last two years (2021–2022), although these recent vulnerabilities may have
already been resolved. It should be stressed that in Table 6, we present the number of known
vulnerabilities identified over these two years in any version of the application, regardless
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of the underlying platform (i.e., we do not confine ourselves only to Android versions).
Moreover, we also present the relevant CVSS scores of the identified vulnerabilities to allow
us to extract some information about the severity of these vulnerabilities since CVSS scores
are commonly used for this purpose (a CVSS score can be between 0.0 and 10.0, with 10.0
being the most severe).

The basic information about the security aspects is provided in Table 6. However, the
data in this table though should not be considered a security evaluation since they are not
the result of a thorough security analysis of VCAs.

Table 6. Security aspects of VCAs.

App
End-to-End Total Number

Corresponding CVSS ScoresEncryption of CVEs (2021–2022)

Discord No 2 5.0, 7.5
Element Yes 2 0.0, 5.1
KakaoTalk No 0 -
Line Yes 7 0.0, 4.3, 4.3, 4.3, 4.4, 4.6, 5.0
Messenger No ? 1 4.3
Phoenix No 0 -
Session Yes 1 2.1
Signal Yes 1 5.0
Skype No 8 ‡ 4.0, 4.0, 5.0, 5.8, 5.8, 6.5, 6.5, 7.5
Teams No 2 3.5, 5.0
Telegram No 14 2.1, 3.5, 4.3, 4.3, 4.3, 4.3, 4.3, 4.3, 4.3,

5.0, 5.0, 5.8, 5.8, 7.5
Viber Yes 0 -
Webex
Meet No ? 18 � 0.0, 0.0, 2.1, 2.1, 3.5, 4.0, 4.0, 4.3, 4.3

4.3, 4.3, 5.0, 5.5, 5.8, 5.8, 6.5, 6.8, 6.9
WeChat No 2 0.0, 4.3
WhatsApp Yes 8 0.0, 0.0, 5.0, 6.4, 6.4, 7.5, 7.5, 10.0
Wire Yes � 8 0.0, 2.1, 4.0, 4.0, 4.0, 4.3, 5.0, 7.5
Zalo Yes † 0 -
Zoom Yes ? 3 0.0, 0.0, 4.3

? This feature is supported but is not enabled by default. † Not enough information about this was discovered. ‡
These vulnerabilities were found in the Skype for Business software and one additional vulnerability was found
in the Skype extension for Chrome (CVSS: 2.6). � These include vulnerabilities for Webex Meet, Webex Meet
Online, and Webex Meet Desktop.

6. Discussion

The above analysis illustrates that VCAs, in general, still need to address several
data protection issues. Although it seems that all relevant service providers, regardless
of their location, are making efforts to comply with the legal provisions regarding trans-
parency in data processing as required by the GDPR, our analysis has highlighted the
following concerns:

• In their privacy policies, all the apps describe the types of personal data they process
and the purposes of the data processes. However, in many cases, the exact types of per-
sonal data that are processed are not explicitly stated (e.g., some general information
is stated in some cases such as “we process account information, device information”,
etc.). Moreover, in the majority of cases, there is no explicit mapping between the
personal data that are processed and the purpose of the process, i.e., the users cannot
distinguish which of their data are used and for what purpose(s).

• The corresponding legal basis for each data process is not always explicitly stated
(some privacy policies do provide this information but not always in a comprehensive
way, e.g., by associating a specific data process with a specific legal basis. Therefore, it
is not obvious whether or not some processes require the user’s consent (i.e., whether
the legal basis is the user’s consent).

• Further to the previous issue, it seems that there are cases where some specific data
processes are enabled by default and the user is simply informed that they can disable
these processes if desired. The idea that these processes rely on the user’s consent is
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inaccurate since the processes are initially activated without the user providing explicit
consent prior to the start of the process. Such cases also raise concerns regarding the
fulfillment of the data protection by default principle.

• When permission is requested by an app, it is not always clear to the user which
specific data processes are associated with which high-risk Android permissions.
Although the need to grant access to these permissions is clear in many cases (e.g.,
access to the camera is needed for a video call), some permissions seem to be necessary
only for specific processes or, even worse, their necessity is not clear at all. More
generally, each of these permissions should be mapped to one or more data processes
with well-determined characteristics (i.e., which personal data are needed for these
processes, what are the legal bases, etc.); however, this type of mapping is not reflected
in the privacy policies.

• In a few cases (see Table 4), we identified some underlying personal data processes
that are not defined, either clearly or at all, in the corresponding privacy policies.

• It is not always clear who the exact third parties are that collect personal data or for
what purposes. Even in the few cases where third parties are explicitly stated, it is not
clear which personal data they collect, and the issue of third-party libraries inheriting
the privileges of the host app is absent from all privacy policies.

• Further to the previous issue, our analysis illustrated that in a few cases, there are data
leaks to third parties without providing information to the users about this.

• A few privacy policies state that when users’ data are transmitted to third parties,
the relevant privacy policies of those parties apply. However, such cases should
be meticulously studied; if data are transmitted to third parties by a VCA provider,
it is questionable whether the VCA provider can simply refer to the privacy poli-
cies of these parties, especially if the users do not have the option to object to this
transmission.

• Some privacy policies tend to define device data that do not allow for the easy iden-
tification of the user (at least, directly) as anonymous information; however, at least
according to the GDPR provisions, these data are still considered personal data, and
even if these processes are not high risk, it should be made clear that such types of
device information are considered personal data.

• A few large companies that provide several different types of applications with differ-
ent scopes adopt a unified privacy policy that covers all these applications. However,
in this approach, it is difficult to ensure that users who only use a specific application
provided by these companies receive the appropriate information about personal data
processing.

The above findings indicate that the underlying personal data processes that occur
through VCAs still have room for improvement under the assumption that the relevant Eu-
ropean legal framework is used as a baseline. Even in cases where the underlying personal
data processes seem to satisfy the data minimization process, i.e., there are no trackers
or excessive collection of personal data and end-to-end encryption is used, the relevant
information that is provided to users could be further improved and more comprehensive.
Moreover, the aforementioned privacy and data protection concerns should be taken into
account, along with the known problem of intra-library collusion in the Android ecosystem,
especially because, as described earlier in the text, there are variations among VCAs with
respect to the high-risk permissions that are required for their operation.

As a general conclusion, we believe that the data protection by design and default
principles are not being fulfilled by all VCAs. Although some issues are related to the
Android ecosystem itself, other issues could be efficiently addressed by the VCA providers,
which seems not to be the case.

7. Conclusions

This work examined video conferencing apps, which have become tremendously
popular in recent years, and assessed whether they fulfill basic data protection requirements.
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Specifically, we focused on Android apps by investigating which personal data they process,
how well justified these data processes are in the corresponding privacy policies, and how
data transfer to third parties (especially to trackers) is handled by the app providers. As
discussed in Section 6, not all privacy policies are clear and/or comprehensive and some
underlying data processes are not described at all in these policies.

Therefore, recalling the research questions stated in Section 4.2, the main conclusions
can be summarized as follows:

1. In all cases, there is no direct mapping of the required Android permissions to the
relevant data processes. Therefore, when the user is required to grant access to
permissions required by the app, they are not fully aware of whether the permissions
are necessary and what happens with their personal data when granting this access.
More generally, the app provider does not ensure that all data processes that are
taking place by default are indeed necessary.

2. There is not always accurate information about the types of data that are being sent
to third parties and for what purposes. Furthermore, in a few cases, there are data
leaks without any information being provided to the user. It also seems that in some
cases, there are some misconceptions with respect to what constitutes anonymous
data, and thus data transmitted to third parties (especially to analytics services)
are characterized as anonymous, although it is questionable whether this is indeed
the case.

3. Some privacy policies do not provide details about the types of personal data that
are being processed and for what purposes. This observation was more prevalent
when data are transferred to third parties. In this context, considering the structure
of the Android ecosystem, granting access to an app requiring permission is highly
likely to allow access not only to the app provider but also to third parties, and this is
not transparent to the users. Therefore, all relevant stakeholders must make efforts
to ensure that users are fully and effectively informed about what personal data
processes will occur if such access is granted.

With regard to the limitations of this research, it should be first pointed out that
our findings concerning data leaks do not necessarily constitute an exhaustive list and
there is still room for further analysis of these apps as the free Lumen tool has some
limitations. One of these limitations is its ability to properly analyze encrypted traffic (see,
e.g., [11]), and thus, some leaked encrypted personal data may not have been captured
in our analysis. Moreover, we did not perform an extensive study on what exactly take
place in the underlying data processes in the various configurations of these apps (e.g., by
switching off the camera and/or the microphone) or evaluate the apps with respect to other
privacy-friendly techniques that they may adopt (e.g., the background blurring feature).
Finally, we did not study the exact security features that are implemented by these apps
(e.g., what type of encryption is being used, with which parameters, etc.).

Moreover, as previously stated in the introductory section, this work should not be
considered an in-depth legal analysis. The privacy policies were not thoroughly assessed for
all possible data protection issues, several of which were outside the scope of our study. For
instance, the GDPR outlines very strict rules regarding the international transfer of personal
data, i.e., data transfer outside the European Union. This is of particular importance in
VCAs, especially if the service provider is located outside the European Union. Our work
did not perform such a legal assessment.

An interesting direction for further research would involve conducting a systematic
study of the main third-party libraries used by various popular apps, regardless of their
category, and estimating the number of these apps that are likely to be simultaneously
installed on a single device. This would enable the assessment of the potential severity of
the threat posed by intra-library collisions.

In conclusion, all software/product producers and service providers should prioritize
data protection by design and default principles. This would allow them to fulfill their
legal data protection obligations and increase users’ trust in their services. In this regard,
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we believe that all VCA providers should consider implementing end-to-end encryption to
assure users that their private communications are indeed private. Although there is no
explicit legal requirement for end-to-end encryption, its importance is significant given the
potential risks to individuals’ rights and freedoms when using VCAs.
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