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Abstract: In response to the increasing manufacturing complexity/cost in maintaining DRAM
advancements through traditional scaling, three-dimensional integrated circuits (3D ICs) and 2.5-
dimensional ICs with Si interposers are known as promising candidates to overcome these challenges
due to their advantages of low power, small form factor, high density, and high bandwidth. In
this work, we present a true process-heterogeneous stacked embedded DRAM (SeDRAM) using
hybrid bonding 3D integration process, achieving high bandwidth of 34 GBps/Gbit and high energy
efficiency of 0.88 pJ/bit. Moreover, the critical factors of the SeDRAM design are presented (e.g., the
low data movement energy, high-density physical interface, simplified protocol definition, process
compatibility, density extensibility, and hybrid bonding connection fast test by DFT (design for test).
Our results and design methodology have paved the way to realize applications of hybrid bonding
to high bandwidth and energy efficiency DRAM. More importantly, the SeDRAM solution can also
support the maximum storage density of 48 Gbit and the bandwidth capability of TBps. It can
greatly alleviate the “memory wall” problem and thus improve its competitiveness in near-memory
computing/computing-in-memory fields.

Keywords: high bandwidth; 3DIC; hybrid bonding; heterogeneous integration; SeDRAM; DRAM;
DFT; memory wall

1. Introduction

DRAM has been developed for approximately a half century. It is still the main
memory in modern computer systems because of its relatively low latency and high density.
As a memory, its major breakthrough is the density increase which is extremely dependent
on process scaling. Nevertheless, further scaling of DRAM has become difficult due to
manufacturing complexity/cost [1,2]. Meanwhile, increasing DRAM bandwidth through
speeding up the data transferring and increasing data parallelism is catching up with
modern computing development, especially the AI computations that require more data
and keep demand booming [3]. Moreover, the data movement energy consumption of
off-chip memory solutions is orders of magnitude greater than that of on-chip memory,
resulting in the well-known “memory wall” problem [4]. Near-process memory built with
logic-to-DRAM hybrid bonding has been used to solve the “memory wall” problem [4].

Currently, the graphics double-data rate SDRAM (e.g., GDDR6/6X [5,6]) is one of
the primary solutions to develop high bandwidth DRAM. GDDR SDRAM is common
in traditional graph acceleration, which has the maximum data transferring speed. The
technical methodology of the GDDR SDRAM overlaps DRAM accesses in different banks
to match the I/O frequencies [7]. Comparatively, GDDR SDRAM takes more than 50%
of the energy for high-speed data transfers, especially in the PCB (printed circuit board)
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path. Therefore, energy efficiency and thermal management are immediate challenges to
be addressed by GDDR DRAM in the future [7].

New solutions have been proposed using wide I/O with lower speed, such as high-
bandwidth memory (HBM), to improve the performance of the memory interface. HBM
uses TSV (through-silicon vias) structure with microbump stacking and interposer tech-
nologies enabling multiple chip stacks and wide I/Os between the processor and memory,
thereby providing high capacity, low power, and high bandwidth [8,9]. HBM uses sil-
icon interposers to implement the wide data connection. The silicon interposer is the
key to achieving less cross-talk during high-speed data toggling and less energy loss in
data transferring. Furthermore, a scalable interconnect is a necessary component for an
interposer-based system to make full use of the high bandwidth of multiple HBM DRAM
stacks [10,11].

However, the conventional 3D integration process with bumps is limited by Si thick-
ness reduction and interconnection density due to the bump size. Furthermore, microbump
stacking and interposer connections are challenged by large resistance, heavy capacitance,
bump-to-bump short failures, and a limited number of stacking levels [12–14]. Moreover,
complex and power-hungry PHY (physical layer) circuits in both HBM and logic sides are
also challenges to consider [1].

Based on three-dimensional integrated circuit (3DIC) technology maturity, it is time to
develop high-bandwidth DRAM with high energy efficiency. Compared with commercial-
ized HBM using TSV and microbumps, hybrid bonding can provide much less parasitic
capacitance and resistors for higher energy efficiency DRAM [1,15].

SeDRAM was introduced in [1] as the first HB based 3D integration process implement-
ing a heterogeneous architecture between logic die and DRAM die.Since the introduction of
SeDRAM, applications based on SeDRAM, for example near-process memory [4], have been
developed. Furthermore, more challenges with SeDRAM have been addressed to enable
SeDRAM to increase its performance, lower the energy consumption, and be adopted to a
wider range of applications. This manuscript illustrates more details on SeDRAM design
and describes some new developments of SeDRAM listed in the following section:

• Data Movement Energy

Generally, the energy consumption of DRAM occurs in activation and data move-
ment, and the data movement is the major energy consumer. Furthermore, the energy
consumption of data movement is mainly concentrated in the data buffer and transfer
wiring. Reducing the distance of data transfer can decrease the parasitic capacitance and
required buffer size. However, DRAM always chooses the appropriate chip size to trade-
off chip yield, cost, and energy efficiency. Here, the high energy efficiency of SeDRAM can
be achieved by shorter data transfer distance and improved data buffer, which means that
the data buffer location and driver size are the key points during design.

• Physical Interface

Combined with the advantages of the hybrid bonding of less parasitic capacitance
and resistors, the proper placement of the physical interface by the z-axis direction needs
comprehensive consideration. For example, master I/O (MIO) is a possible interface
between DRAM and logic; even an MIO network can be implemented in DRAM or logic.
Additionally, MIO provides flexibility in the placement of sense amplifiers. It can reduce
the distance of data transfer by setting hybrid bonding to the physical interface of MIO in
the z-axis direction. Therefore, hybrid bonding can be used as a physical interface through
the z-axis direction, providing more possibilities for improving DRAM performance.

• Protocol Definition

Compared to SRAM, which has explicit write and read definitions, DRAM has one
more activation operation. To reduce the integration complexity of the proposed SeDRAM,
asynchronous operation can be the choice. Moreover, asynchronous operation can reduce
the latency of write/read access. Through application in logic, whether to synchronize the
data or not can easily be decided.
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• Density Extensibility

Density extensibility capability enables memory to more easily meet diverse applica-
tion demands. The array die consists of a repeatable memory unit of 1 Gb, and multiple
configurations of the SeDRAM array die can be achieved in a wide density range of
1 Gb–48 Gb. The upper limit of storage capacity depends on the maximum exposure size of
the reticle. Moreover, unlike conventional plane DRAM, SeDRAM uses two wafers stacked,
and hence, the reticle alignment design is the key to accurate alignment and integration.

• Process Compatibility

The new DRAM structure is compatible with traditional DRAM manufacturing pro-
cesses, including metal, cell efficiency, and subarray size definition. The minor periphery
adjustment of DRAM is important for this work.

• Hybrid Bonding Connection Fast Test

Given hybrid bonding process complexity and high hybrid bonding connect density,
we must find a fast and low-cost way to locate bad connections. The hybrid bonding
density even in a small-scale system is on the order of tens of thousands. Testing all the
connections becomes very challenging when considering area and test time. Moreover, the
logic part used for testing has a negative impact on the original interface timing. Thus, we
put forward a test method of a hybrid bonding ring, which makes a ring of specially tested
hybrid bonding around the hybrid bonding of the key signals.

The SeDRAM with an SRAM-like interface features competitive energy efficiency,
low latency, high bandwidth, and easy integration. Contrary to the traditional DRAM,
the SeDRAM solution connects the DRAM chip and ASIC (application specific integrated
circuit) chip on PCB, which can reduce the PCB connection and save PCB space and
has an easy ASIC design due to no need for a complex PHY. Meanwhile, it achieves
higher bandwidth when all banks in the RAM can be accessed simultaneously by the
SeDRAM solution.

In this proposed SeDRAM, the periphery circuits, including control, I/O, and DFT,
are separated and placed on a logic die. A metal interconnection process for bonding Cu
pad was carried out on the already fabricated logic die and another DRAM array die. The
DFT block is designed as an IP in the logic die to perform BISR (built-in self-repair) for the
array die. Hybrid bonding process offers a z-axis direction of integration, enabling new 3D
SeDRAM architectures to benefit from the respective enhanced performance of independent
logic and array die process. This approach paves the way for a special interface and high
density of DRAM by adding innovative features to the logic die.

The hybrid bonding density in this work is up to 110,000/mm2 due to a 3 µm fine
pitch, which is hundreds of times denser than the microbump density in HBM. Moreover,
hybrid bonding has a low resistance of less than 0.5 ohm/ea, so the energy consumption of
the logic-to-memory interface can be reduced by 40% [1].

We have successfully developed a platform with 1 Gbit SeDRAM, which provided 1024
I/O, a speed of 266 MHz, a bandwidth of 34 GBps, and a power efficiency of 0.88 pJ/bit.
In the meantime, the SeDRAM solution can also support the storage density of 1/2/ 3/4
G/6/8/12/24/36/48 Gbit and bandwidth in TBps. In summary, this paper makes the
following contributions:

• We propose a new DRAM architecture, SeDRAM, which provides extremely high
energy efficiency and a simplified local data interface.

• We develop the bandwidth extension method based on the 3DIC process, which
guarantees maximum bandwidth reach to TBps pre-chip.

• We put forward the fast test method for hybrid bonding (HB) connections.

The rest of the sections are organized as follows. Section 2 describes the architecture
and HB process detail of the SeDRAM. Section 3 provides a brief concept and description
of the HB connection fast test. Section 4 discusses the results for the LPDDR4 based on
SeDRAM and HB connect. Section 5 summarizes the overall work.
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2. SeDRAM

We propose a stacked embedded DRAM (SeDRAM), which is a new DRAM solution
for high-bandwidth memory platforms (Section 2.1). A logic die and a DRAM array die are
stacked together using HB technology (Section 2.2). A logic-to-DRAM interface is defined
to realize the full potential of our proposed solution.

2.1. SeDRAM Architecture

Figure 1 illustrates the structure of the proposed SeDRAM chip. There is a logic die
facing downward at the top and an array die at the bottom. All control logics and I/O
circuits are on the logic die. The density of each SeDRAM unit is as high as 1 Gb, which
is much higher than a single embedded SRAM instance of less than 1 Mb. The array die
is built up with a repeatable memory unit of 1 Gb, which consists of eight array blocks of
128 Mb and an independent on-chip power system. The DRAM array uses long BL and
long WL schemes in the cell array to maximize cell efficiency, featuring 688 cells per BL and
1142 cells per WL. The array block is based on a trade-off between density and bandwidth.
The 128 Mb density is the most area-efficient partition to support a 128-bit pre-fetch scheme
for high bandwidth. Each 128 Mb array block is an independent memory channel with
individual control and data signals: row address (RA), bank active (BNKSELb), column
address (CA), write control (CASWR), read control (CASRD), and 128-bit read/write
data line (RWDL). Since all memory channels can be accessed simultaneously, the total
bandwidth is widened by high-channel-level parallelism in SeDRAM. Compared to HBM,
the bandwidth of 1 Gb SeDRAM can reach 34 GBps, even if the data rate runs as low as
266 MHz. The low data rate is common in the history of DRAM. Limited by the principle
of density first in the DRAM industry, vendors prefer increasing DRAM density instead of
decreasing latency in the course of DRAM technology evolution.
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Figure 1. Structure of the proposed SeDRAM.

Comparatively, the active/write/read control signals are shared between banks in
conventional DRAM, but those of each bank (called “channel”) are independent in SeDRAM.
Otherwise, the row/column control blocks in each bank are almost identical. Moreover,
the RWDL is a shared data bus between banks and peripheral circuits in a conventional
DRAM. In SeDRAM, the data bus is individual for each channel. Since the RWDL is a
full-swing logic signal, it is suitable to serve as the internal digital signal to the logic die.
There are two other advantages: (1) RWDL is already finished the data bus merging, and
it is highly efficient in the power supply network for the signal driver. It is also friendly
for logic integration. (2) It almost does not touch the original array interface design, more
robust timing margin during write/read.



Electronics 2023, 12, 1077 5 of 19

Based on the same memory density (e.g., 1 Gb), it is possible for SeDRAM to achieve
much higher bandwidth with much reduced I/O power consumption simultaneously
than HBM by stacking the logic wafer and array wafer and developing a fine-pitch hybrid
bonding technology.

2.2. Hybrid Bonding Technology

Wafer-to-wafer HB technology [15] is used to realize a DRAM array wafer and a logic
wafer face to face connected with the advantages of a high density integration for high
bandwidth and energy efficiency. Our proposed SeDRAM process is shown in Figure 2.
First, logical die and array die were prepared and finished the top metal respectively.
Second, hybrid bonds were performed in each logic/array wafer, where top vias (TVIA)
and bottom vias (BVIA) are involved by planarization, photography, and dry etch processes.
Third, the two-processed logic and array wafer were bonded face to face by hybrid bonding.
After that, the Si substrate of the logic wafer was thinned to about 3 µm. Finally, the
PAD out window was opened from logic wafer backside. The HB pitch size is 3 µm; by
contrast, the pitch of the microbump was approximately 50 µm and the pitch of TSV was
approximately 6 µm [16]. Although a smaller pitch of HB is available, 3µm of SeDRAM is
already comparable to the pitch of the top metal and sufficient to reliably transfer signals
between array wafers and logic wafers with minimum area penalty in mass production.
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Figure 3 shows the SeDRAM cross-sectional TEM image. Compared to HBM using
microbump and TSV technologies, SeDRAM using hybrid bonding technology can reach a
maximum through the density of 110,000/mm2.
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bonded face to face via hybrid bonding. The dotted lines are the interface between two wafers.

2.2.1. Hybrid Bonding Integrity

The HB pitch is 3 µm. Therefore, we have built an HB via an array aligned to RWDL,
which is usually centrally arranged in the array die. To mitigate the power consumption
concentration at the interface, another HB via an array for power supply should be con-
structed. Finally, a module of those HB via array is defined to improve reuse ability and
integration efficiency. We confirm the correctness and accuracy of the HB module design
by layout-versus-schematic (LVS) and design-rule checking (DRC) checks, respectively.
Moreover, we use a twin-via structure to improve the interconnection reliability in the
design phase.

Special align marks are used for accurate HB interconnection of logic and array wafers
in the fabrication phase. Multiple marks have been placed in the logic wafer and array
wafer to provide sufficient bonding overlay in the worst case.

Thanks to the robust HB connectivity and stable backend metallization process, the
fabricated SeDRAM can reach the same yield as the existing DRAM products even if the
HB process is added to the DRAM manufacturing process. However, any failure by voids
or overlay misalignment of the HB is fatal. Additional procedures are still necessary to
scan the HB integrity in the test phase to screen out failed connections.

2.2.2. Reticle Design

The array die is built up with a repeatable memory unit of 1 Gb. On this basis,
multiple configurations of the SeDRAM array die can be achieved in a wide density range
of 1 Gb–48 Gb. The density is only limited by the maximum exposure size of the reticle.
The users should take the flexibility of density configuration in fine granularity.

Many-core SoC is suitable for full utilization of high bandwidth of SeDRAM for high
parallel access. Figure 4 is an example of a 36 Gb SeDRAM die and corresponding logic
die. The logic die is a 3 × 3 mesh network-on-chip (NoC) with 55 nm technology. It has
288 processing elements, each of which independently accesses its memory bank separately.
The array die consists of 6 × 6 memory units. The size of the logic die and that of the 36 Gb
array die are identical. The 6 × 6 configuration of SeDRAM is based on the SoC computing
requirement and the manufacture limitation of exposure size.
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Regarding 3D stacking design in SeDRAM, the reticle design is the basis to ensure that
the two wafers can be accurately aligned and integrated. First, align marks are denoted on
logic and array dies. Second, scribe lines in the array die support memory re-partition by
requirement. Third, the misalignment between the Cu bond pads should be as small as
possible, which relies on the reticle design to ensure alignment.

2.2.3. Logic-to-DRAM Interface

Compared with conventional HBM interconnection structure, our proposed structure
removes time-consuming and power-consuming PHYs from both the DRAM array die
and the logic die, as shown in Figure 5. Because conventional DRAM is limited by the
number of transfer channels and need S2P (serial to parallel) and P2S (parallel to serial)
for the data recombination, it costs additional time and power. Meanwhile, conventional
DRAM applications need off-chip drivers to achieve data movement and hence also cost
additional time and power. Our proposed SeDRAM structure supports almost unlimited
signal channels and nearby memory controllers. Therefore, it can save a lot of time and
power consumption. The hybrid bonding density is a few hundred times denser than
the microbumps used in HBM. Consequently, the logic-to-DRAM interface offers a high
bandwidth interconnection with relatively high energy efficiency [4,17,18].
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Figure 5. Logic-to-DRAM interface of SeDRAM.

First, we introduce an SRAM-like interface to fully utilize the advantages of low latency
and high energy efficiency. The interface runs at the clock rate of several-hundred-MHz
level. After the selected page is activated, write operation (WR) and read operation (RD)
are triggered by write and read clocks, respectively. As shown in Figure 6, after the selected
page is activated by bank selection signal (BNKSELb) and RA accordingly, WR and RD are
triggered by write and read clocks (CASWR for WR and CASRD for RD), respectively. The
write and read clocks are 3.76 ns in period, and the interface data rate is up to 266 MHz,
which is equivalent to a bandwidth of 34 GBps/Gb (266 MHz ×128 b × 8). Additionally,



Electronics 2023, 12, 1077 8 of 19

the total latency from read clock (CASRD) to data (RWDL) is suppressed to as low as 6 ns,
compared to more than 10 ns for conventional DRAM. Although the delays of an array,
sense amplifier, and internal data transportation remain, the data line is shortened and
PHY is removed from the array die.
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Second, we have designed a complete power system, including band gap, pump, and
linear generators, in an array die to generate various voltages for cell operation internally.
The external powers of an array die are reduced to two parts: (1) VDD1 = 1.8 v for array-
related power supplies and (2) VDD2 = 1.1 v for data transportation, improving the power
supply efficiency and the energy consumption at the wide data interface.

Overall, the logic-to-DRAM interface consists of an SRAM-like interface for normal
operation and a compact power supply interface. Additionally, a DFT IP is provided to be
integrated into the logic die for array die test and repair. The DFT IP shares the buffer with
a normal interface. Detailed information regarding the DFT IP is discussed in Section 2.
Users must follow integration guidelines to guarantee the functionality and reliability
of SeDRAM.

3. Hybrid Bonding Test in SeDRAM

Memory test and repair are essential for DRAM applications. A set of tests is manually
optimized for the particular technology to obtain economically acceptable test times. The
question is how effective these tests are. The test concept is discussed here to guarantee
the fault coverage and repair ability of SeDRAM, especially HB integrity. A soft IP is pro-
vided for SeDRAM DFT, integrated into the logic die and already has been silicon-proven
(Section 3.1). Both indirect and direct methods are sufficient for the HB test (Section 3.2). A
fast test methodology is proposed by making a ring of specially tested HB around those of
the key signal to reduce test cost (Section 3.3).

3.1. DFT IP for SeDRAM

Abundant e-fuses are located on the array die with supporting circuits for sensing and
burning. Some fuses are used for memory repair, and others are used as test modes for
chip configurations. Moreover, a DFT IP is designed as a soft IP in the logic die to perform
BISR for the array die. Many works [19,20] have been done on designing memory tests to
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detect various faults for coverage. An on-chip serial protocol is implemented in the DFT IP
to transfer and set the value of fuses. The final repair solution is formulated and burned
into the e-fuses. Because the DRAM-specified tests have been integrated into the DFT IP,
users can freely use the SeDRAM just like SRAM.

As shown in Figure 7, the DFT IP is integrated into the logic die for array die test and
repair. Since the DFT IP shares the buffer with normal control blocks, we can control the
multiplexer by external test pad to switch SeDRAM between normal operations and DRAM
test operations. The DFT IP not only performs memory test and repair the same as normal
DRAM but also tests HB integrity for 3D stacking of SeDRAM. Especially, dedicated test
procedures are designed to screen out failed HB structures to guarantee connection integrity.
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3.2. Indirect and Direct Test of Hybrid Bonding

The 3D IC stacking technology using HB has absolute advantages in system bandwidth,
integration, and power consumption. However, the HB process is challenging, ensuring
that all HB connections are perfect in manufacturing is difficult. Because HB connectivity
directly affects the success of chip stacking, the chip yield variation, due to the HB process,
can be monitored in mass production [21]. Comparatively, existing DRAM yields of the
same process as the array die of SeDRAM act as a baseline. However, the yield analysis is a
kind of indirect test of HB. It relies on the correlation of existing DRAM products and the
array die of SeDRAM. Direct testing is still mandatory in HB testing.

Wafer probing is commonly used as a direct test of various structures in the process.
However, the HB connectivity state cannot be tested via probing because the HB is covered
by the logic die and has a smaller size than 3 µm. The HB connectivity state can only be
checked by designing a special test circuit in the chip. Moreover, when the number of I/O is
greatly increased, the test difficulty is also increased. The HB density even in a small-scale
system is of the order of tens of thousands. If the connectivity state of all HB vias in the
stack is tested, it not only costs more area on the chip to make a special test circuit but also
has a negative impact on the interface performance.

Therefore, we have proposed a novel test method by building an oscillator of a special
HB ring around the key signals to improve test efficiency. It is a direct test to detect
the connectivity state of HB after chip stacking. Our proposal can efficiently screen out
defective HB and save the cost of manpower and time in testing and debugging.

3.3. Fast Test for Hybrid Bonding Connection

This work proposed a test method for an HB ring, which makes a ring of specially
tested HB around the HB of the key signal, as shown in Figure 8. There is an odd number
of inverters in the ring to form an oscillation ring. The connectivity of the HB ring can
be judged by measuring the out pin of the oscillation, as shown in Figure 9. Based on
experience, high-risk HB in the outer ring is measured to realize the indirect test of the HB
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connection status of key signals after stacking. Therefore, it is not necessary to spend a lot
of extra areas to make a special test circuit for HB by our proposed method to reduce the
test cost.
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HB and back end of line (BEOL) metal can be equivalent to two RC structures. After-
ward, the two RC together with a simple inverter forms an oscillating ring. To increase
the weight of HB occupying RC in the whole ring, which can better improve the accuracy
of the results, the top metal of logic and the top metal of DRAM connect more HB vias in
series and then pass through BEOL metal to invert at the next level. Figure 10 shows the
equivalent circuit diagram.
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Oscillating ring frequency is relatively high, and direct measurement puts forward
higher requirements for test equipment. Therefore, a frequency divider is added to the
output end of the oscillating ring to reduce the frequency of the test end and hence reduce
the cost of test equipment. Figure 11 shows the schematic diagram of waveforms of the HB
ring before and after frequency division.
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division.

Figure 12 shows the HB ring test flow. First, the test voltage is applied by power on.
Second, an input end of an AND gate in the oscillating ring is initially pulled down to 0.
Then, the previously initialized input of the AND gate in the oscillating ring starts to pull up
to 1 to detect the HB connectivity state. Third, the HB connection is obtained by testing the
frequency of the output pin. If there is no oscillation at the output, the HB state is considered
open. Otherwise, oscillation occurs, which indicates that the connection is initially effective.
Next, the normal distribution of oscillation frequency is statistically analyzed to further
judge the HB connection state. The expected value is obtained by counting the oscillation
frequency at the output pin. Finally, the chip out of the expected range of oscillation
frequency is judged as an abnormal chip due to a failure in the HB connection.
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4. Results and Discussion
4.1. Hybrid Bonding Test-Key Results

The reliability evaluation according to JEDEC standard include temperature cycling
(T/C), high temperature stress (HTS), temperature humidity stress (THS), and electro-
migration (EM). Resistance and leakage degradation are evaluated after T/C, HTS, and
THS, while the current tolerance of the bonding via and interface test is simulated by EM.

We directly test HB structures in test-key. Figure 13 shows the cumulative failure plot
of hybrid bonding test results after reliability tests [1]. The vertical axis is the cumulative
failure rate and the horizontal axis is resistance shift rate and leakage. Figure 13a shows
after HTS1000hrs the maximum resistance shift was suppressed to 6.95%, and the leakage
current was 18 pA at 29 V voltage bias. Therefore, it was determined that the insulation
property of hybrid bonding is sufficient. Figure 13b shows the cumulative failure plot of
hybrid bonding resistance shift and leakage after THS 1000 h. The humidity environment
stress (85C/85%RH) was implemented in this test. The plot charts show that resistance and
leakage degradation are negligibly small. The anomalous part comes from the wafer edge
in Figure 13b, but the maximum results (2.79 nA) are still in the specification (10 nA). It
indicates the hybrid bonding process was strong enough to encounter a humidity attack.
Figure 13c shows the thermal cycle was used to evaluate the hybrid bonding structure
fatigue properties. The environment temperature from −65C was raised to 150C and then
cooled down to 165C, which is called 1 cycle. After 500 cycles, the max value of resistant
shift is −2.52%, and leakage is on a very low level of 16.9 pA.

As hybrid bonding structure can be extracted as a BEOL via connection, the EM
characterization was generally indicated as the metal migration endurance under big
electric current stress. The single hybrid bonding via to logic or array wafer top metal
interface, which called upstream and downstream structure were evaluated with the
JEDEC standard method. Figure 14 shows the lifetime under use conditions are 2 × 105 and
3.3 × 103 years for upstream structure (LHDU: from array to logic) and downstream
structure (LHBD: from logic to array), respectively. As can be expected, upstream with
copper-to-copper interface has more robust EM.
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Figure 13. Hybrid bonding reliability test results after (a) high temperature stress (HTS) 1000 hrs,
(b) temperature humidity stress (THS) 1000 hrs, and (c) thermal cycle (T/C) 500 cycles, where different
color curves represent data from different wafers and different test structures.
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4.2. A 4 Gb LPDDR4/4X by SeDRAM Test Results

A 4 Gb LPDDR4/4X product based on SeDRAM technology is fabricated to verify
the toggling speed and potential risk related to HB flow. The SeDRAM chip photograph
is shown in Figure 15a, which compatible complying with the standard LPDDR4/4X
specification. Figure 15b,c show the two overlay die layout, where the array die consists of
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four identical 1 Gbit dies fabricated in a 25 nm three-metal DRAM process, and the logic
die includes two mirrored channel structure dies using a 55 nm seven-metal logic process.
In total, the chip was 4 Gbit LPDDR4/4X and the 66.3 mm2 die size included more than
64K HB vias per chip.
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Figure 15. (a) Wafer photograph, (b) array die layout, and (c) logic die layout of LPDDR4/4X based
on SeDRAM. DRAM and logic wafer were bonded face to face by hybrid bonding. DRAM die on
DRAM wafer consists of 4 dies with 1 Gbit. Logic die on logic wafer supports 2-channel (A and B)
LPDDR4 interface.

The shmoo test is a common technical means in chip testing. The method is to select
two indicators related to chip performance (e.g., SeDRAM access time) and then scan the
two indicators (e.g., strobe location and main clock cycle) in two dimensions separately
and display the scanning results in the two-dimensional coordinate system of X-Y. The
SeDRAM access time shmoo plot result is shown in Figure 16. The shmoo in Figure 16 is
used for evaluating the access speed. The horizontal axis is the strobe location and the
vertical axis is main clock cycle. Figure 16a,b show the minimum tCK of two channels can
reach 0.56 ns, which is beyond the limit of the frequency of testor. The DRAM components
passed 4266 Mbps for speed bin sorting in multiple cases, including high temperature (95C),
high voltage (VDD1 = 1.2 v, VDD1 = 2 v), and low voltage (VDD2 = 1.05 v, VDD1 = 1.65 v).
Considering 16 pre-fetches of LPDDR4/4X, the 266 MHz data rate of HB interface can be
represented by the 4266 Mbps test results.
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SeDRAM relies on a wafer-on-wafer stacking structure [21]. In the stacked chip, the
measured logic wafer thickness is just 3 µm, compared with 750 µm of array wafer thickness.
The thinned logic wafer and the abundant HB vias can lower the interconnection thermal
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resistance and help heat dissipation. Moreover, because the logic-to-DRAM interface
frequency of SeDRAM is as low as 266 MHz, the SeDRAM consumes less power than HBM
and achieves power efficiency. We have measured the IDD4 of our proposed LPDDR4/4X
for power consumption estimation. IDD currents (such as IDD4W, IDD4R) are measured
as time-averaged currents with all VDD balls of the SeDRAM being tested tied together.
IDD4W and IDD4R reflect the operating burst write current and read current according
to the JEDEC, which stands for power consumption during high-bandwidth operation.
During the IDD4W/R test, the VDD2 (1.2 v) andVDD1 (2 v) for SeDRAM with a data rate of
4266 Mbps and data I/O of 4096 under room temperature achieve 0.88 pJ/b and 0.49 pJ/b,
respectively. Even in the worst case, the power efficiency of our proposed SeDRAM is as
low as 0.88 pJ/b. Compared to HBM3, the major competitor for high-bandwidth memory,
the SeDRAM energy efficiency is reduced by 70%, as shown in Figure 17. The benchmark
Table 1 below compares the major competitors in high bandwidth memory (e.g., GDDR6
and HBM).
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Table 1. Summary of high-bandwidth memories.

GDDR6
ISSCC2018

[5]

HBM2E
ISSCC2020

[22]

HBM3
ISSCC2022

[9]
This Work

Connection - ubump ubump Hybrid
bonding

PHY - Yes Yes No
IO 32 1024 1024 4096

Speed (Mbps) 16,384 4096 7168 266
Total Bandwidth (GBps) 64 512 896 136

Density (Gbit) 8 128 192 4
Energy Efficiency (a. u) 100% 80% 53% 12%

Bandwidth per Gbit
(GBps/Gbit) 8 4 4.7 34

Finally, the thermal challenge is well managed in SeDRAM. As shown in Figure 18,
the horizontal axis is the cell retention time and the vertical axis is normalized fail count,
and the retention time of SeDRAM is equivalent to a reference conventional DRAM process.
LPDDR4/4X chip from the conventional DRAM process and meets the design target of
96 ms at 95 ◦C.
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4.3. Hybrid Bonding Connection Test Results

Both indirect and direct tests are implemented in HB tests and consistently show that
the HB process is stable and can be extended to commercial products successfully.

Yield analysis is used as an indirect test of HB. Due to the establishment of robust HB
connectivity and stable back end metallization process, the final DRAM product evaluation
results showed no reduction in yield compared to mass-produced existing DRAM products.
Moreover, because periphery circuits are moved to the logic die, the SeDRAM is less area
and suffers less manufacture defects, even achieving higher yield than baseline DRAM,
as shown in Figure 19. The test conditions include high temperature, low temperature,
and merger. This proves that even when HB processes are added to the DRAM produc-
tion process, the SeDRAM can be mass-produced without affecting the characteristics of
existing DRAM.
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Additionally, to quickly check the quality of HB, we tested the HB ring surrounding
the key HB to directly monitor the overall quality of HB.

The HB structure can be considered as an equivalent BEOL via connection; the reli-
ability of HB is proven by the test results in Section 4.1. However, there are more than
16K HB vias per 1 Gb in total. The failure rate will definitely accumulate when the total
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SeDRAM density increases. Dedicated test procedures are designed to screen out failed
HB structures to guarantee connection integrity. The detection of connectivity after chip
stacking is implemented efficiently by our proposal to save the overall test.

We measure the frequency of the oscillator from a dedicated test pin. If there is no
oscillation, the oscillator ring is open, and the logic-to-DRAM interface is defective in the
current chip. Otherwise, oscillation occurs, and it indicates that the connection is effective
and the oscillation frequency (f) is measured. Actually, a ring oscillator is commonly used
to statistically monitor the process variation in mass production. Figure 20 shows the
frequency distribution of good chips. Thanks to the robust HB connectivity and stable
backend metallization process setup, the SeDRAM product is stable in a mass product.
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5. Conclusions

In this work, we demonstrate a new SeDRAM with HB suitable for high bandwidth
DRAM with high energy efficiency. We discussed the main key factors during the SeDRAM
design to provide guidance and added new DFT features (e.g., test for fast HB rings with
a low-cost). We fabricated an LPDD4/4X product with the SeDRAM, with 1024 I/O of
266 MHz providing a bandwidth of 34 GBps and power efficiency of 0.88 pJ/bit. The Se-
DRAM solution can also support a wide density range of 1 G/2 G/3 G/4 G/6 G/8 G/12 G/
24 G/36 G/48 Gbit and a bandwidth of TBps. 3D-stacking technology using hybrid bond-
ing enables DRAM devices with higher bandwidths to break through the memory wall.
Moreover, the logic layers in the SeDRAM offer interesting possibilities for near-memory
computing/computing-in-memory and sophisticated memory controller functionality.
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