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Abstract: Low-illumination image enhancement can provide more information than the original
image in low-light scenarios, e.g., nighttime driving. Traditional deep-learning-based image enhance-
ment algorithms struggle to balance the performance between the overall illumination enhancement
and local edge details, due to limitations of time and computational cost. This paper proposes a
histogram equalization–multiscale Retinex combination approach (HE-MSR-COM) that aims at solv-
ing the blur edge problem of HE and the uncertainty in selecting parameters for image illumination
enhancement in MSR. The enhanced illumination information is extracted from the low-frequency
component in the HE-enhanced image, and the enhanced edge information is obtained from the
high-frequency component in the MSR-enhanced image. By designing adaptive fusion weights of HE
and MSR, the proposed method effectively combines enhanced illumination and edge information.
The experimental results show that HE-MSR-COM improves the image quality by 23.95% and 10.6%
in two datasets, respectively, compared with HE, contrast-limited adaptive histogram equalization
(CLAHE), MSR, and gamma correction (GC).

Keywords: low illumination; image enhancement; Retinex theory; histogram equalization; image fusion

1. Introduction

With the development of automatic driving technology, computer vision methods are
based on simulated human vision, and they are also used to carry out important sensing
tasks in multiple automatic driving scenarios, such as object detection, semantic road
segmentation, etc. Due to changes in ambient light, such as day and night, the visibility
of the images varies significantly. If the computer vision algorithm needs to ensure stable
performance under different lighting conditions, it should cover all lighting scenes as
much as possible during training. This will undoubtedly require more time and human
labor resources in collecting the dataset, as well as training based on this dataset. Image
enhancement is an effective solution to solve the above problems. The night image is
enhanced by the day image, which can greatly enhance the information perception of
computer vision and human vision. Through image enhancement, image characteristics
such as brightness, contrast, signal-to-noise ratio, edge sharpness, and color accuracy are
improved [1,2], and the feature differences between night and day images are further
reduced. This increases the degree of image aggregation in the feature space, which is
beneficial to the training and reasoning processes of visual deep learning networks. Tradi-
tional image enhancement methods are based on mathematical computations that do not
need training in advance. This can save computing power for computationally constrained
automated driving applications. Such methods can be used as the data preprocessing
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module of the deep-learning-based automatic driving computer vision tasks for images
with low illumination at night.

Land and McCann proposed and developed the Retinex theory [3,4]. Retinex theory
regards the image as the superposition of two components: illumination and reflectance.
Illumination is the influence of ambient light in the imaging process. The reflectance
component represents the natural properties of the objects in the image and is not affected
by other factors. The purpose of the Retinex algorithm is to separate the reflectance
component of the object from the image, removing the effects of ambient lighting. In night
image enhancement, the Retinex algorithm can obtain the reflectance component of night
image objects and remove unfavorable illumination conditions.

Many image enhancement algorithms are derived from Retinex theory. These algo-
rithms separate only the reflectance components of the object and ignore the illumination.
This normally leads to poor imaging results. Reflectance components pay more attention to
the high-frequency information, such as the edge texture of the image, but lack informa-
tion on color and brightness. This is not conducive to enhancing contrast and producing
proper brightness. In addition, better image enhancement requires more careful manual
parameter adjustment to guarantee high performance [5]. This limitation makes it difficult
to generalize the algorithm based on the Retinex theory in practice.

HE (histogram equalization) has been widely used for image brightness enhance-
ment [6]. It expands the existing gray levels of the original image to the whole gray level
(0–255). For example, for night images, the overall image style is dark, and the gray level is
concentrated in a small gray level range. HE can significantly improve the image brightness
by expanding the gray level distribution to the entire gray level. The classic HE increases
brightness by evenly distributing the entire gray level. The average brightness of the
enhanced image changes dramatically. However, if there are both over-light and over-dark
areas in one image, HE will map the pixel brightness in the two areas to medium-level
brightness. A bright pixel may be mapped to the same medium brightness as a dark pixel,
resulting in the loss of image edge details [7]. Additionally, HE expands the gray level of the
image from 0–50 to 0–255, meaning that the brightness of pixels with the same gray level
will be different after expansion. This brings high-frequency noise to the enhanced image.

DCT (discrete cosine transform) is similar to DFT (discrete Fourier transform) but only
operates with real numbers. Compared with DFT, DCT has better aggregation for certain
information. In the image field, images are often processed by DCT and IDCT (inverse
discrete cosine transform) in the frequency domain. The low-frequency signal of the image
mainly corresponds to the slowly changing information, such as color and brightness.
High-frequency signals correspond to rapidly changing information in images, such as the
edges. Ordinary high-pass filters or low-pass filters can only achieve image smoothing or
sharpening [8]. The image enhancement algorithm based on Retinex theory retains more
edge information, but the visual effect of the image depends on fine parameter adjustment.
HE enhances the lighting information better, but the edge information is lost. The image
frequency domain transformation is performed via DCT, combing with the advantages
of the Retinex and HE. HE enhances the image brightness, and more edge information is
retained by the Retinex algorithm.

This paper proposes HE-MSR-COM, which combines the low-frequency information
of HE-enhanced images with the high-frequency information of MSR-enhanced images.
The low-frequency information of HE-enhanced images can provide enhanced illumination,
to ensure a better visual experience. While the high-frequency information of MSR can
retain more edge details, it will improve the quality of the image, e.g., contrast, mean
gradient, etc. This method can filter the high-frequency noise brought by HE and achieve
performance balance and optimization with overall illumination and edge details. This
paper mainly focuses on enhancing low-illumination images. Images under rainy and foggy
weather can be categorized as low-illumination images and can use the same processing
method proposed in this paper. The salt and pepper noise introduced by these typical
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weather conditions needs further image processing steps, such as image noise reduction,
which is not within the scope of this paper.

The structure of this paper is as follows: Section 2 introduces the development of
different research directions and related work on night image enhancement. In Section 3, the
relevant theoretical basis is introduced, and the research method of this paper is proposed.
Section 4 describes the selection of the dataset and experimental evaluations, as well as the
analysis of the experimental results. Section 5 summarizes the performance of the proposed
algorithm and indicates future research directions.

2. Related Works
2.1. Retinex Theory

Many low-light image enhancement algorithms have been developed based on Retinex
theory. Jobson et al. improved the Retinex theory and proposed SSR (single-scale Retinex) [9]
and MSR (multiscale Retinex) [10]. These methods simply assume that the illumination
is smooth and the reflectance components are unsmooth. The Gaussian low-pass filter
(LPF) and logarithm operation are used to estimate the illumination of the image. The
gradient and region size in different images are different. SSR needs to strike a balance
between overall illumination estimation and local image detail performance. MSR uses
different weights for several linear LPFs to estimate illuminance. This can ensure the
balance of performance in the overall illumination and local image details. Wang et al. [11]
proposed a low-illumination color image enhancement algorithm based on the Gabor filter
and Retinex theory. The algorithm extracts the illumination component from the HSI
(hue, saturation, intensity) color space of the original image. The authors enhanced the
illumination component using MSRCR (multiscale Retinex with color restore) to obtain the
enhanced illumination component and illuminated images. Additionally, the original image
of the RGB space is enhanced using the SSR algorithm. Then, the illuminated image and the
enhanced image are weighted and fused for better performance. Traditional Retinex-based
algorithms use Gaussian filters (GSFs) to estimate illumination. However, GSFs cannot
adapt themselves to different backgrounds in images, which is the main reason why they
cannot accurately estimate illumination [12]. Tao et al. [13] replaced the GSF with a region
covariance filter (RCF), which depends on the covariance matrix of local image features for
each pixel. As a result, the RCF is adaptive to different pixels in an image and can estimate
illumination more accurately than the GSF. The RCF Retinex algorithm increases contrast,
cancels noise, and enhances detail compared with GSF Retinex algorithms. However, the
calculation of RCF Retinex is time-consuming and impractical.

The performance of these methods often depends on the careful selection of the param-
eters of the filters and their corresponding weights, and most of these parameters require
human-involved decisions, which are time- and human-labor-intensive and are impractical
for real-time applications such as night image enhancement in autonomous driving.

2.2. Histogram Equalization

Histogram equalization (HE) is used to enhance contrast and improve image qual-
ity. Yeong Kim [14] considered that the original HE algorithm would cause the loss of
edge information and, therefore, reduce the image contrast. They proposed bi-histogram
equalization (BBHE) to enhance the image contrast. The average value of illumination
is used as a threshold to distinguish dark and bright areas. The HE algorithm is used
in both a bright area and a dark area to reduce the loss of edge information. However,
this results in unbalanced overall distribution of illumination in the enhanced image.
Chen et al. [15] believe that the median illumination is more appropriate as the threshold
instead of the average illumination. Therefore, they proposed dualistic sub-image his-
togram equalization (DSIHE) to prevent over-light or over-dark areas from affecting the
threshold, and their experiments proved that the median is more statistically significant.
Ooi et al. [16] proposed bi-histogram equalization with a plateau level (BHEPL), which
reduces the processing time compared to BBHE. Ooi et al. [17] proposed quadrant dynamic
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histogram equalization (QDHE), which divides the histogram into four (quadrant) sub-
histograms based on the input image’s median value. It reduces noise amplification and
over-enhancement. Salah et al. [18] proposed a combination of gamma correction and the
retinal filter (gamma-HM-COMP), which preserves the contrast between the gray levels of
the original pixels, thereby preserving more edge information. Tan et al. [19] proposed a
background-brightness-preserving HE (BBPHE) based on nonlinear histogram equalization.
This method divides the image into background regions and non-background regions. It
can enhance the brightness of the whole image and preserve the edge information of the
object as much as possible. Adaptive histogram equalization (AHE) is a commonly used
method that calculates the local gray histogram of images to obtain more local details
and improve contrast. Shome et al. [20] proposed a contrast-limited AHE (CLAHE) to
overcome the problem that AHE will overamplify the noise in the same area of the image.
On the other hand, Lin et al. [21] proposed averaging histogram equalization (AVHEQ)
for color images. This algorithm divides the original image into sub-images and equalizes
them independently. It proposes a new mathematical algorithm to determine the optimal
threshold and achieves better performance compared with conventional methods such as
BBHE, DSIHE, and BHEPL. Chen et al. [22] used a fast guide filter to decompose the image
into a base layer and a detail layer. The plateau equalization (PE) enhances the detail and
the background separately, increasing the contrast of the detail. Kwan et al. [23] used a
second-order histogram matching algorithm that enhances 16-bit infrared video contrast.
This optimizes the possible information loss caused by using processed 8-bit infrared video.
The performance of this method has been improved in the target detection using You Only
Look Once (YOLO) and classification using a residual network (ResNet). Liao et al. [24]
proposed an innovative box filtering method by combining the mean and median filtering
techniques to achieve the balance between noise removal and edge preservation.

HE-based algorithms are popular because they are easy to implement and fast to
process. However, these algorithms also have various limitations, such as adding noise
to the output image and increasing the contrast of the background rather than the object
in the image. The direct stretching on the gray level also causes the loss of edge infor-
mation, resulting in a fuzzy edge. Much research has been carried out to prevent the
loss of edge information. However, this issue is more complicated to solve in complex
illumination scenes.

2.3. Data-Driven Methods

Recently, many image enhancement methods have been combined with deep learning.
These methods use a data-driven approach to enhance the night image adaptively based
on a priori trained model. CNN (convolutional neural network) is a typical approach that
employs supervision training of a large number of labeled datasets and has shown good
adaptability to different scenes. It is a resource-intensive task to collect the required datasets
that contain a large number of paired low-light and normal-light images as sample data
and label data, respectively. LLNet [25] is trained by pseudo-labels generated by random
gamma correction. These unreal labels are given by the traditional image enhancement
algorithm, which limits its enhancement effect. Due to the cost of the dataset and the poor
generalization ability of CNNs, this method often results in artifacts and unnatural images.

Methods based on unsupervised GANs (generative adversarial networks) do not
require a large number of paired images as a training set. These methods can mitigate the
cost of collecting labeled datasets. EnlightenGAN [26], a low-light image enhancement
algorithm based on an unsupervised GAN, uses unpaired low-light and normal-light
data as the dataset. However, the performance of GAN methods is highly affected by the
selection of the dataset. GAN methods can produce unpredictable outputs. Some produces
features that fool the discriminator and are regarded as the correct result, which is actually
an unsatisfactory result.

Qu et al. [27] adopted deep learning to compensate for the defects of traditional image
enhancement methods. However, these methods rely heavily on datasets with perfect
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scenes for training. It is challenging to allocate adequate computing resources to image
enhancement in real-time automatic driving applications.

3. Method

The structure of the proposed HE-MSR-COM Algorithm 1 contains three main parts,
including the MSR enhancement module, HE enhancement module, and frequency-domain
fusion module. The MSR and HE enhancement modules are responsible for obtaining the
edge and illumination enhancement information of the image, respectively, which can be
seen in Figure 1. The frequency-domain fusion module is used to adaptively unify the edge
and illumination information by deriving weights for different scenarios.
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Figure 1. Overview of frequency−domain fusion based on MSR and HE.

3.1. MSR Image Enhancement

Retinex theory is based on the idea that images are a combination of illumination and
reflectance. The theory of Retinex is shown in Figure 2.
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where I is the original image, L is a matrix of illumination, and the matrix R represents the
reflectance components of the object in I. The operation ∗ is the matrix multiplication of
the corresponding elements. Illumination L is a dynamic result of a series of different light
sources, such as clear daytime lighting, nighttime street lighting, and other common lighting
environments. The reflectance component R represents the key information for humans
or computers to understand the semantics of the images. MSR separates the reflectance
components to reduce the interference of the dynamic lighting environment with the image
semantics. This allows the observers to better understand the image. It is difficult to
calculate the reflectance component R directly. By first estimating the illumination L, R can
be computed indirectly by R = I/L. The MSR can be defined as follows:

I(x, y, c) = L(x, y, c)× R(x, y, c) (2)

R(x, y, c) = I(x, y, c) / L(x, y, c) (3)

log(R(x, y, c)) = log(I(x, y, c))− log(L(x, y, c)) (4)

The image is composed of multiple pixels; x and y are the two-dimensional coordinates
of the image pixels, and c is the channel of the image. If the image is gray, then c is 1,
representing the gray channel. If it is a color image, c is 1, 2, or 3, representing the R, G, and
B color channels, respectively. Equation (4) is the logarithmic form of Equation (3).

It is assumed that the illumination component L changes slowly on different objects,
while the object reflectance R changes significantly at the edges of the objects. Therefore, the
common method is to estimate the slowly changing illumination L by the Gaussian filtering
method in the spatial domain. The Gaussian filter is used to estimate the illumination by
calculating a weighted average of a pixel and its surrounding pixels. L can be estimated
as follows:

L(x, y, c) = I(x, y, c)× G(x, y, c) (5)

G(x, y, c) =
1

2πσ2 exp
(
−x2 + y2

2σ2

)
(6)

The parameter σ is a key parameter of the Gaussian filter, which determines the
filtering scale when estimating the illumination. Selecting a large value is not conducive to
local illumination estimation. A small value of σ would defeat the original purpose of the
hypothesis and would not be conducive to estimating the overall illumination. Therefore,
MSR estimates the illumination by using three different scales: large, medium, and small.
The accurate illumination is determined by the weighted average value.

3.2. HE Image Enhancement

The grayscale distribution histograms of over-light or over-dark images are con-
centrated in the area of high or low brightness, respectively. The grayscale distribution
histograms of images with normal lighting are evenly distributed within the overall gray
value range. HE mainly uses the CDF (cumulative distribution function) to shift the
gray/brightness of the image to ensure that it is distributed uniformly within the overall
gray value range, which is similar to that of a normal lighting image.

For the original gray image I(x, y), there are N pixels whose value range is [Pmin, Pmax].
The brightness is divided into L discrete levels with a range of [0, L− 1]. The original
histogram of the image is obtained by (7). CDF is defined by (8).

H(k) =
nk
N

, f or 0 ≤ k ≤ L− 1 (7)

CDF(k) =
k

∑
i=0

H(k) (8)
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where H (k) is the PDF (probability density function) of the pixel with a brightness of k,
and also the histogram height of the pixel with a brightness of k, while nk is the number of
pixels with a brightness of k.

Pout = CDF(Pin) × (L − 1) (9)

HE pixel brightness mapping is defined in (9). Pin is the input pixel brightness, while
Pout is the output brightness of the corresponding pixel. For the color images, the three
channels (RGB) can be enhanced by the above HE. The grayscale distribution before and
after HE enhancement is shown in Figure 3.
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The original night image has low brightness, and its pixel brightness is concentrated
in a small range, resulting in poor visibility. After the enhancement, the image brightness is
evenly distributed in the value area, and the overall image brightness increases noticeably.

3.3. Image Fusion

MSR can separate the object reflectance components of the image and, thus, retain
edge information. The visibility of the MSR-enhanced image is limited, as MSR eliminates
the illumination components and only keeps the reflectance components. HE directly
modifies the gray value of pixels to achieve better enhancement in illumination, but it also
introduces high-frequency noise to the enhanced image. Direct conversion on the gray
level will also cause the loss of edge information, which is the key information for semantic
segmentation in autonomous driving. The image illumination and color information are
mainly in the low-frequency range, while the edge information is mainly in the high-
frequency range. The enhancement effect of MSR is more remarkable in the high-frequency
range, but it is not stable in the low-frequency range. Conversely, HE can effectively
enhance the low-frequency information, but it also causes high-frequency noise and loss of
edge information—mainly located in the high-frequency range of the image. The proposed
HE-MSR-COM combines the above two methods by using DCT to generate high-quality
images that include the high-frequency information from MSR and the low-frequency
information from HE.
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The proposed HE-MSR-COM uses the high-frequency information of the MSR-enhanced
image to obtain the clear edge information and uses the low-frequency information of the
HE-enhanced image to obtain the enhanced illumination. HE-MSR-COM overcomes the
disadvantages of MSR-enhanced images, such as halo and poor visibility. It also overcomes
the shortcomings of HE-enhanced images, such as blurred edges and high-frequency noise.
The fusion of MSR and HE processes in the proposed HE-MSR-COM is defined in (10).

Iout = IDCT(α(I) × DCT(IMSR) ∗ maskMSR + β(IHE) × DCT(IHE) ∗ maskHE) (10)

where Iout is the output enhanced image; IMSR and IHE denote the MSR- and HE-enhanced
images, respectively; DCT (·) is the discrete cosine transform, and IDCT (·) is the inverse
discrete cosine transform; maskMSR is the high-pass filter, and maskHE is the low-pass
filter; ∗ represents the multiplication of the corresponding positions of two matrices of the
same size; α(I) is an edge-adaptive coefficient, which is a function of the original input
image I; β(IHE) is an adaptive coefficient as a result of a function of the image illumination.

The frequency-domain diagram after DCT transformation is shown in Figure 4. The
low-frequency information is concentrated near the origin of the coordinates, and the high-
frequency information is distributed in other areas. The frequency-domain filter design is
shown in Figure 5.
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The mean gradient is an evaluation of edge information, defined as follows:

g(I) =
1

(M− 1) × (N − 1)
×

M−1

∑
i=1

N−1

∑
j=1

√
(I(i, j) − I(i + 1, j))2 + (I(i, j )− I(i, j + 1))2

2
(11)

where M, N define the size of the image, I is the image, and i, j are the coordinates of
the pixels.
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α(I) is determined by the edge information of the original image, and it is defined
as follows:

α(I) = α × g(I)/mean(g) (12)

where mean(g) represents the mean gradient values of the selected images in the dataset,
and g(I) is the mean gradient of the current image; α is an adjustable parameter in a range
of 0.8–1.2. If α is too small, the edge information will be lost. If α is too large, the edge of
the object will be too bright, and the enhanced image will not be natural.

β(IHE) is determined by the HE-enhanced image. It is used to adjust for excessive
enhancement effects that HE may bring. It is defined as follows:

β(IHE) = β × mean
(

mid
(

Iday

))
/mid(IHE) (13)

where mid(·) is the median brightness of an image, which is a statistical function to reason-
ably judge the brightness distribution of an image. Iday is a subset of the normal illuminated
images in the dataset. The subset can be selected manually from daylight images or au-
tomatically selected according to the calculated brightness values of the images. β is an
adjustable parameter in a range of 0.7–1.0. The image is over-dark if β is less than 0.7,
and over-bright if β is larger than 1, which both degrade the image’s visibility. HE tends
to have excessive enhancement, so a value less than 1 is generally selected. γ is a mean
memory parameter that is used to update mean(g) and mean

(
mid

(
Iday

))
with an additive

contribution rate of the current image. If γ is too small, the mean values change slowly and
reduce the adaptability, and if γ is too large, the enhanced performance becomes unstable.

The filter parameters of maskMSR and maskHE are mainly determined by prior knowl-
edge of the dataset that contains both day and night images.

Algorithm 1 HE-MSR-COM

Input: Low-light input image I;
Output: Enhanced image Iout;
Initialization:
mean(g) is the mean gradient obtained from the sampling data of the dataset;
Iday samples from selected normal lighting images;
Mean memory parameter γ;
Calculate MSR weight parameter α, HE weight parameter β;
Dataset sampling to obtain prior filter parameters maskMSR, maskHE.
1: while (Input 6= ∅) do
2: Update mean(g) by mean(g) = γ × g(I) + (1 − γ) × mean(g)
3: if (I is normal illumination image) then
4: Update mean

(
mid

(
Iday

))
by

mean(mid
(

Iday

)
) = γ × mid(I) + (1 − γ) × mean(mid(Iday));

5: else
6: Estimate initial illumination L via (5), (6);
7: Estimate reflectance R(IMSR) via (4)
8: Obtain HE-enhanced image IHE via (7), (8), (9);
9: Calculate weight parameters α(I) via (12);
10: Calculate weight parameters β(IHE) via (13);
11: Fuse enhanced image via (10) to obtain Iout;
12: end if
13: end while

4. Experiments
4.1. Datasets

From GTA5 [28] and Cityscapes [29], driving images with low light and normal
lighting were selected as data sources for the experiment. The GTA5 dataset contains
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24,966 high-resolution composite images and is a commonly used dataset for semantic
segmentation training in the field of autonomous driving. The Cityscapes dataset consists
of 25,000 street images from 50 different cities, collected using different devices under
varying lighting conditions.

4.2. Evaluation Metrics

There are two main ways to evaluate the performance of enhanced images: subjective
evaluation and objective evaluation. Subjective evaluation is based on human vision and
involves human interaction. Objective evaluations are performed by different defined math-
ematical metrics based on image information. In this paper, entropy, mean gradient, PSNR
(peak signal-to-noise ratio), and contrast ratio are used to evaluate the enhanced image.

Entropy is a common objective metric of image quality evaluation. It reflects the
richness of an image. In general, the greater the entropy of the image, the richer the
information, and the better the quality. It is defined as follows:

E(I) = −
L−1

∑
i=0

P(i) × log2(P(i)) (14)

where P(i) is the probability of the pixels with gray level of i in the image, and L is the
pixel’s gray dispersion level—generally 256.

PSNR is used to measure the distortion degree of the enhanced image. The larger
the PSNR, the more semantic information the enhanced image retains and the less noise it
introduces. It is defined as follows:

MSE =
1

M × N

M−1

∑
i=0

N−1

∑
j=0

[I(i, j) − K(i, j)]2 (15)

PSNR = 20× log10

(
MAXI√

MSE

)
(16)

where M, N represent the size of the image. I is the original image, and i, j are the coor-
dinates of the pixels. K is the enhanced image. MAXI is the maximum pixel value—for
general RGB images, it is 255.

Contrast ratio usually shows the sharpness of an image. The higher the contrast, the
higher the resolution of the image. It is defined as follows:

C(I) = ∑
δ

δ(i, j)2Pδ(i, j) (17)

where δ(i, j) is the gray difference between adjacent pixels, and Pδ(i, j) is the probability of
pixels with a gray difference of δ.

CE (comprehensive evaluation): for the above four evaluation metrics, the maximum
value is taken as 100%, and the CE of each algorithm is calculated. It is defined as follows:

CE(I) = (
E(I)

MAXE
+

g(I)
MAXg

+
PSNR(I)

MAXPSNR
+

C(I)
MAXC

)/4 (18)

4.3. Experimental Results and Analysis

Frequency components in different spectral ranges are separated from the dataset, and
their corresponding mean gradients are calculated. The experimental results are shown in
Table 1. Thus, the values of the filter parameters of maskMSR and maskHE are adjusted.
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Table 1. Mean gradients of different frequency components.

Spectrum Mean Gradient

[0, 4) 0.022
[2, 8) 0.062
[4, 16) 0.145
[8, 32) 0.292

[16, 64) 0.550
[32, 128) 0.982
[64, 256) 1.574

[128, 512) 2.151
[256, 1024) 2.322
[1024, 2048) 0.078

Filter parameters’ selection ranges are determined based on the algorithm character-
istics of HE and MSR. HE has advantages in low-frequency information enhancement,
while MSR is better at high-frequency information enhancement. Therefore, the basic
parameter selection ranges can be determined, and the violation of this range will lead to
poor enhancement results.

It can be noted from Table 1 that the edge information is mainly concentrated in the
frequency range (16, 1024), so maskMSR selects these image frequency components in this
range to obtain the edge information of the image, while maskHE selects the low-frequency
component of the image (0, 16) for generating the enhanced illumination information of
the image.

The PSNR of the original HE-enhanced image was compared with that of the filtered
HE-enhanced image. As shown in Figure 6, the ordinate is the filtered PSNR minus the
original PSNR. The PSNR of the filtered image is larger than that of the original image
on both datasets. This proves that a larger PSNR of the image can be obtained by using
frequency filtering of the high-frequency noise introduced by the HE enhancement.
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Figure 6. PSNR comparison between the filtered HE−enhanced image and the original
HE−enhanced image.

The next step of the proposed method is combining the filtered HE-enhanced result
with the MSR-enhanced result using a set of designed weights. Therefore, using a HE-
enhanced image with a higher PSNR contributes to a better final result after fusing with the
MSR result. The original HE-enhanced image is not used in the subsequent fusion process.

More experiments are underway to tackle more accurate selection of the filter pa-
rameters and the weight parameters (α and β) for a better performance by using opti-
mization algorithms, such as genetic algorithms. These results will be presented in a
subsequent paper.

α is an adjustable weight of edge information. The larger α is, the larger the weight
of the edge information will be. β is used to adjust the enhanced brightness. β values are
generally 0.7–1.0, because HE tends to produce over-bright enhanced results. Five criteria



Electronics 2023, 12, 990 12 of 18

have been adopted to study the performance of different selections of α and β, as illustrated
in Table 2.

Table 2. Enhancement performance of different parameter combinations.

Entropy Mean
Gradient PSNR Contrast

Ratio CE

α = 0.8, β = 0.7 7.30 3.59 63.71 65.25 77.53%
α = 1.0, β = 0.7 7.35 4.44 63.48 100.06 87.89%
α = 1.2, β = 0.7 7.38 5.24 63.17 139.12 98.69%

α = 0.8, β = 0.85 7.45 3.60 61.82 64.95 77.27%
α = 1.0, β = 0.85 7.50 4.43 61.68 98.92 87.42%
α = 1.2, β = 0.85 7.52 5.21 61.50 136.43 97.86%
α = 0.8, β = 1.0 7.70 3.59 58.83 63.17 76.51%
α = 1.0, β = 1.0 7.72 4.36 58.78 94.31 85.82%
α = 1.2, β = 1.0 7.73 5.07 58.73 127.94 95.24%

The experimental results show that when α = 1.2, β = 0.7, it can obtain the optimal
CE on the Cityscapes dataset. Thus, the two weights α = 1.2, β = 0.7 were selected for
the follow-up experiments. The mean memory parameter γ was selected as 0.02 for all of
the above experiments. The definitions of α and β take into account the content differences
between different images in the dataset. Using adaptive weights makes the enhancement
results more stable across different images. Ordinary HE and MSR algorithms can be
regarded as methods with weights of 0 or 1, so α and β values close to 1 were selected to
prevent over-enhancement. Since HE tends to over-enhance, three discrete values of less
than or equal to 1 were selected for β. The high-frequency information processed by MSR
can allow for a larger range in selecting α values. Therefore, three groups of representative
values of alpha and beta were selected in the experiment. Other parameter values may
result in better performance, which will be further studied in our future work. This paper
mainly shows that HE and MSR can obtain better enhancement results in frequency-domain
combination. CE is a comprehensive consideration of a variety of indicators, so it was
selected as the primary evaluation factor. Entropy sometimes cannot accurately represent
the image quality. For example, HE usually equally distributes the pixel values, which can
theoretically produce the maximum entropy, but there is still room for improvement in
the HE enhancement results. The CE result of the selected combination of α and β was
extremely close to the highest PSNR result, with a difference of only 0.85%.

The enhancement results of different algorithms—HE, CLAHE, MSR, GC, and HE-
MSR-COM (our algorithm)—were compared. The enhanced performance is shown in Figure 7.

All of the methods are implemented via MATLAB programming. MSR and GC were
implemented by code in MATLAB. HE and CLAHE were implemented by calling histeq ()
and adapthisteq (), respectively, using library functions provided by MATLAB.

The HE-enhanced image has blurred edges, and the image brightness is over-enhanced.
CLAHE makes up for HE’s over-enhancement issue, but there is still a loss of edge in-
formation. MSR enhancement produces sharp edges, but their visibility depends on
time-consuming manual adjustment of parameters. The image enhancement results are
not stable when using the same parameters for different images. GC directly maps the
pixel values nonlinearly. It maps over-light or over-dark pixels to medium brightness.
GC achieves good visibility and robust enhancement in brightness, but the image edge
information has a great loss and suffers from a foggy effect. The proposed HE-MSR-COM
retains the advantages of HE in better adaptive illumination enhancement and those of MSR
in adaptive edge information enhancement. The highest visual enhancement performance
was obtained in the above evaluations.
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Figure 7. Results comparison: (a) original image; (b) HE; (c) CLAHE; (d) MSR; (e) GC; (f) HE-MSR-COM.

The performance comparisons of different algorithms on the GTA5 dataset are shown
in Table 3 and Figure 8.

Table 3. Mean performance comparison in GTA5.

Method Original HE CLAHE MSR GC HE-MSR-
COM

Entropy 6.52 7.80 7.24 3.47 6.81 7.48
Mean Gradient 2.25 5.85 5.34 4.12 2.40 9.88

PSNR Inf 1 57.60 61.83 61.70 60.14 61.45
Contrast Ratio 47.14 200.15 140.64 242.51 38.78 424.19

CE 54.40% 74.89% 70.02% 60.79% 54.51% 98.84%
1 The PSNR score of the original image was deemed to be 100%.
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Figure 8. Evaluation distribution in GTA5.

Figure 8 presents the results of five different image enhancement methods under four
evaluation metrics, including entropy, mean gradient, PSNR, and contrast ratio. The “+”
symbols represent the outliers. The upper and lower boundaries of the dashed line are the
maximum and minimum values, respectively. The upper and lower boundaries of the box
are the upper and lower quartiles, respectively, and the inner red line is the median value.
The boxplots can adequately represent the distribution of enhanced image performance. As
shown in Figure 8, HE achieves the maximum entropy by evenly distributing the grayscale
of the pixels. HE-MSR-COM retains the advantages of HE in low-frequency information
with respect to brightness and color, so HE-MSR-COM has the second-highest score in
entropy. HE-MSR-COM magnifies the advantages of MSR by adaptive weight and achieves
the highest mean gradient. HE-MSR-COM overcomes the problem of high-frequency
noise caused by HE and achieves the second-highest PSNR, which is almost equal to the
highest PSNR. HE-MSR-COM has the highest average value in contrast ratio, but it also
brings large variance. However, the subjective evaluation shows that the contrast ratio of
HE-MSR-COM is significantly enhanced, and it receives the highest score in the CE, as
indicated in Table 3. HE-MSR-COM shows optimized performance in many evaluation
metrics on the GTA5 dataset.

The performance comparison of different algorithms on the Cityscapes dataset is
shown in Table 4 and Figure 9.
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Table 4. Mean performance comparison in Cityscapes.

Method Original HE CLAHE MSR GC HE-MSR-
COM

Entropy 6.55 7.85 7.25 3.42 6.66 7.48
Mean Gradient 1.98 5.81 4.71 2.93 2.05 6.88

PSNR Inf 1 58.34 62.50 60.52 59.76 63.74
Contrast Ratio 20.68 135.90 66.42 85.75 16.88 176.62

CE 55.98% 88.23% 74.14% 57.42% 54.47% 98.83%
1 The PSNR score of the original image was deemed to be 100%.
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As shown in Figure 9, HE and HE-MSR-COM have the highest and second-highest
score in entropy, respectively. HE-MSR-COM has the highest mean gradient in all methods.
HE-MSR-COM removes noise as much as possible through frequency-domain filtering and
obtains the highest PSNR. HE-MSR-COM has the highest average value in contrast ratio,
but it also brings large variance. Because the images of Cityscapes come from different
devices, the contrast between images is different, and the high variance is consistent with
the actual images. Our method also receives the highest score in the CE, as indicated in
Table 4. HE-MSR-COM has advanced performance in entropy, mean gradient, PSNR, and
contrast ratio in many real scenes of the Cityscapes dataset.

In the above GTA5 and Cityscapes datasets, HE achieved stable enhancement perfor-
mance in different datasets, but its PSNR was low due to the introduction of high-frequency
noise and over-enhancement. MSR requires manual adjustment of parameters to achieve
optimal performance. Using the same parameters in different datasets brings performance
instability. HE obtained the highest CE score in both datasets—23.95% and 10.6% higher
than those of the second-highest method, respectively.
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4.4. Discussion

The experiment compared subjective evaluation with objective evaluation. The re-
sults reveal that HE is simple and reliable, but this comes at the expense of losing edge
information and excessively enhancing brightness. On the other hand, the stability of MSR
is low. The optimal enhancements usually require manual adjustment of the parameters
independently. It is difficult to adapt fixed parameters for complex realistic conditions.
HE-MSR-COM uses HE-enhanced images to obtain good brightness enhancement with
an adjustable weight and excellent subjective visual evaluation performance, and MSR is
used in the proposed method to obtain the edge information, achieving good performance
under the different metrics such as contrast ratio and mean gradient. Frequency-domain
processing can effectively combine the advantages of HE and MSR, as well as avoiding
the problems of high-frequency noise caused by HE and unstable brightness in the low-
frequency domain of MSR. Based on the experimental performance, HE-MSR-COM showed
stable and superior enhancement performance on different datasets. HE-MSR-COM is sim-
ple, reliable, and efficient, and it can be used as a preprocessing module for low-illumination
images for most visual algorithms.

5. Conclusions

This paper proposes a method combining HE with MSR, called HE-MSR-COM. The im-
age enhancement method proposed in this paper focuses on enhancing the low-illumination
image, which is used as an image preprocessing module. When the image is collected by
the autopilot system, it is first processed by the image enhancement before it is taken as an
input for the subsequent autonomous driving visual tasks, such as semantic segmentation,
target detection, etc. We aim to improve performance in the visual tasks of autonomous
driving by providing a higher quality of the visual image. Our experiments showed that
HE-MSR-COM has the advantages of both HE and MSR, enabling it to achieve higher
performance and balance in the overall illumination and edge details. The HE-MSR-COM
night image enhancement algorithm has two advantages: (1) The enhanced illumination
component is obtained from HE-enhanced image. The low-pass filter in the frequency
domain retains the advantage of enhanced illumination and removes the high-frequency
noise. This successfully ensures good adaptive illumination. (2) The enhanced reflectance
component is obtained from the MSR-enhanced image. The high-pass filter in the frequency
domain retains the advantage of enhanced edge information. This successfully reserves
more semantic information. HE-MSR-COM achieves excellent night image enhancement
performance. It can be embedded into common visual algorithms for autonomous driving
to improve their visual detection performance in night scenes.

In the future, HE-MSR-COM will be deployed in autonomous driving semantic seg-
mentation networks. The night image enhancement can be further evaluated and optimized
by combining it with practical autonomous driving visual algorithms in real night scenes.
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