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Abstract: The purpose of this paper is proposing a novel search mechanism, called SLR (Segmented
Linear Regression) search, based on the concept of learned index. It is motivated by our observation
that a lot of big data, collected and used by previous studies, have a linearity property, meaning that
keys and their stored locations show a strong linear correlation. This observation leads us to design
SLR search where we apply segmentation into the well-known machine learning algorithm, linear
regression, for identifying a location from a given key. We devise two segmentation techniques, equal-
size and error-aware, with the consideration of both prediction accuracy and segmentation overhead.
We implement our proposal in LevelDB, Google’s key-value store, and verify that it can improve
search performance by up to 12.7%. In addition, we find that the equal-size technique provides
efficiency in training while the error-aware one is tolerable to noisy data.

Keywords: big data; key-value store; learned index; segmented linear regression; LevelDB;
implementation; evaluation

1. Introduction

Search is an essential ingredient for retrieving data in databases and for finding a block
in file systems. For instance, in order to handle a user request to lookup a value from a
given key, many key-value stores equip themselves with various search mechanisms such
as binary search and hash [1,2]. As another example, file systems have an internal index
structure, such as inode and extent, to search an LBA (Logical Block Address) in storage
associated with an offset of a requested file [3,4].

Many data structures have been developed to enhance performance and to reduce
memory usage of search. Typical examples include B+-tree [5], trie [6], radix tree [7],
ordered index [8], and so on. Recently, a new approach, called learned index, has gained
attention [9–11]. The fundamental idea of learned index is making use of machine learning
algorithms for search. Specifically, in the learned index taxonomy, creating a data structure
is replaced with training that creates a model, while searching is replaced with inference
that predicts a location of a given key using the model.

In this paper, we propose a new search mechanism based on the learned index concept.
We observe several real datasets such as OSM (Open Street Map) [12] and TUD (Twitter
User Data) [13], and find out that they have a specific property that we refer to as linearity.
This property means that keys and their stored locations have a relationship that can be
graphically represented linearly and can be expressed as a linear function. In other words,
keys can be used as an offset to search for their locations in a sorted dataset.

Our observation opens up an opportunity to apply machine learning algorithms such
as linear regression, decision tree, support vector machine, or multilayer perceptron for
search. In this study, we choose the linear regression since it is well matched with the
observed linearity and can be implemented efficiently in a real key-value store.

However, our initial applying of the linear regression to whole data reveals that it often
causes a huge error margin. Here, the error margin is defined as the difference between an
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predicted location and an actual location. Therefore, it can be used to assess the prediction
accuracy. Most keys shows a small error margin, but some keys that violate the linearity
lead to a huge one, which is discussed further in Section 3.

To overcome this problem, we employ a segmented linear regression where whole data
are divided into multiple segments, and the linear regression is applied to each segment
separately. Now, the question is how to make a segmentation. We devise two techniques,
called equal-size and error-aware segmentation. The equal-size segmentation divides data
into segments whose size are equal, while the error-aware segmentation divides data
into segments wisely by finding points that violate the linearity so that each segment
has stronger linear correlation between keys and their locations. The benefit of the latter
approach can minimize the overall error margin while that of the first approach can achieve
segmentation without scanning all keys to measure their error margins.

Our SLR search consists of two procedures: one is for training and the other is for
searching. The training procedure makes a segmentation, either equal-size or error-aware,
and applies the linear regression to each segment. The output of training is a model that is
a set of linear functions where each function is associated with each segment. The searching
procedure is composed of three steps: (1) identifying a segment related to a requested key,
(2) calculating a predicted location using the linear function of the identified segment, and
(3) performing last-mile search from the predicted location.

The final step, last-mile search, is required for all learned index based mechanisms
since inaccurate predictions are inevitable when we apply machine learning [10,11]. The
last-mile search is a process to resolve this prediction inaccuracy, trying to find the request
key in neighbor locations, either linearly or exponentially. Note that our error-aware seg-
mentation technique can bound the number of searched neighbors in the last-mile search.

We have implemented our proposed SLR search in LevelDB [14], a key value store
developed by Google that is popularly used both for research [15,16] and products [17].
The original LevelDB utilizes binary search to locate a value from a key in an SSTable file.
We extend this SSTable structure so that it can make use of SLR search when there is the
linearity in stored data. Evaluation results demonstrate that SLR search indeed improves
search performance by up to 12.7%, compared with the original binary search of LevelDB.

The contributions of this paper can be summarized as follows:

• We observe that there exist several real world datasets that have the linearity, providing
an opportunity to apply machine learning algorithms for search;

• We design SLR search that integrates the linear regression and segmentation in a
cooperative manner to mitigate the error margin caused by noisy data;

• We explore diverse design space for segmentation (equal-space and error-aware) and
for last-mile search (linear, binary, and exponential);

• We implement SLR search in an actual key-value store and evaluate its effectiveness
in terms of the lookup latency and number of comparisons.

The remainder of this paper is organized as follows: In Section 2, we discuss the back-
ground of this study such as learned index and LevelDB. Then, we explain our observations
that motivate this work in Section 3. Design and evaluation results of SLR search are given
in Section 4 and Section 5, respectively. We survey related work in Section 6. Finally, we
present the conclusions and future work in Section 7.

2. Background

In this section, we discuss the key concept of learned index. Then, we explain the
internal structure of LevelDB and details of the SSTable.

2.1. Learned Index

Traditionally, search mechanisms make use of various index structures such as binary
tree, hash, B+-tree, trie, skip list, ordered index, and so on [1,2,5–8]. Learned index is a
recently developed idea that integrates machine learning algorithms into index structures
to improve search performance and to reduce the memory footprint for index structures [9].
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Figure 1 illustrates the difference between traditional binary search and learned index
search with a conceptual perspective. In traditional binary search, when we insert a
new key-value pair, it constructs an index structure (binary tree in this figure, but our
explanation is also applicable to other structures such as B+-tree and hash). When we
look up a key, it uses the constructed index structure to find a key-value pair location and
returns a value of the requested key. It has a time complexity of O(log n) and requires
memory space to maintain the index structure.

(a) Binary search (b) Learned index search
Figure 1. Conceptual comparison between traditional binary search and learned index search.

On the contrary, in learned index search, it constructs a model by training stored keys
and their locations. Then, when we lookup a key, it makes use of the model to predict the
location. Since the model may not be perfect, it is required to do the last-mile search to find
the exact location. Finally, it returns a value of the requested key from that location. In this
case, the time complexity for lookup is O(1), and the memory usage of the model is usually
smaller than that of the traditional index structure. This is why learned index has become
popular these days [10,11].

However, to achieve the performance and space advantage of learned index, several
challenges exist. The first one is how to enhance the accuracy of a model. For this purpose,
several techniques, such as recursive model index [9], piecewise geometric model [18],
radix spline [19], and FITing-tree [20], have been proposed. The second challenge is
how to evolve a model when a new key-value pair is inserted. The third challenge is
how to minimize the training and prediction overhead. In this paper, we mainly focus
on the second and third challenges. We address the second challenge by exploiting the
log-structured update characteristic of LevelDB and the third one by devising efficient
segmentation techniques, respectively.

2.2. LevelDB

A key-value store is regarded as a de facto standard database for unstructured bigdata.
There are a lot of key-value stores in industry including Google’s LevelDB [14], Facebook’s
RocksDB [1], Amazon’s Dynamo [21], and so on. In addition, there are diverse research
key-value stores in academia such as Wisckey [15], PebblesDB [22], Silk [23], Pink [24],
Bourbon [25], and so on. In this paper, we choose LevelDB as an experimental environment
since it is well-known, open-source, and popularly used by both industry and academia.
Note that our proposal can be applied to other key-value stores that are based on the LSM
(Log-Structured Merge)-tree structure [15,26].

Figure 2 shows the internal structure of LevelDB. It supports user interfaces such as
put() and get() for a new key-value pair insertion and lookup, respectively. It consists of two
core components, called Memtable and SSTable, where Memtable is located in DRAM while
SSTable is in storage. Memtable is a kind of write buffer where newly inserted key-value
pairs are maintained. LevelDB uses the skip list data structure for Memtable.



Electronics 2023, 12, 1018 4 of 16

Figure 2. Internal structure of LevelDB.

When the size of Memtable becomes larger than a predefined threshold (e.g., 64 MB), it
is written into storage, becoming an SSTable file. This operation is called flush. SSTable files
are organized in multiple levels. Specifically, a flushed SSTable file is inserted into the top
level (L0 in the figure). Then, when the size of SSTable files in a level becomes larger than
another predefined threshold (e.g., 640 MB), key-overlapped SSTable files in the level and
the next level are merged all together, becoming new SSTable files in the next level. This
operation is called compaction. The flush and compaction operations play a momentous
role in the performance of a key-value store [15,23].

Now let us discuss how a lookup request is handled. LevelDB deals with a lookup
request hierarchically, from Memtable to block cache, and to SSTable files. It checks the
Memtable first since newly inserted key-value pairs are managed there. If missed, it checks
block cache, a DRAM component of LevelDB that manages recently accessed blocks of
SSTable files. If missed again, it finally goes to SSTable files.

An SSTable file consists of numerous key-value pairs that are stored in a sorted manner.
Assume that an SSTable file size is 64 MB, and an average key-value size is 1 KB; then,
there exists 64,000 key-value pairs in an SSTable file. Each file has a range of keys, from the
minimum to a maximum key. Using this range information, LevelDB can identify SSTable
files that have a potential to contain a requested key. This identification is performed from
level 0 to the next levels since upper levels have more recently inserted key-value pairs.

The detailed format of an SSTable file is presented on the right side of Figure 2. It
consists of four components, namely data blocks, bloom filter, index block, and footer. All
key-value pairs are distributed across data blocks. The bloom filter is used to check the
existence of a key without accessing the actual data block. The index block is used to find a
data block that contains a requested key. Finally, the footer manages metadata of a file and
locations of the bloom filter and index block.

When a lookup request arrives at an SSTable file, LevelDB first accesses the footer,
located in the end of the file, to find the location of the bloom filter. Then, based on the
bloom filter, it determines whether the request key is present in the file. If the key is present,
even though it can be a false positive due to the nature of the bloom filter algorithm, it
examines the index block. It consists of entries for all data blocks, where each entry has the
minimum key of a data block and pointer to the data block. At this stage, LevelDB performs
binary search, using entries in the index block, to find a data block of the requested key.
Lastly, in the found data block, it conducts binary search again to find the final location of
the requested key-value pair.

The goal of this paper is revising this binary search into a learned index search,
discussed in Figure 1. Our careful investigation reveals that LevelDB is well matched with
the learned index concept due to the following three characteristics. First, in the SSTable,
numerous key-value pairs are written in a batch style during the flush or compaction
operation, which is a good timing for training. In addition, the training overhead can be
hidden by overlapping with I/Os. Second, the LSM-tree structure used by many key-value
stores makes use of the log-structured update, meaning that key-value pairs are written
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once and read multiple times in a file. This is an appropriate workload for learned index.
Finally, real unstructured datasets managed by key-value stores show the linearity, making
it feasible to employ an efficient learned index mechanism in LevelDB.

3. Observation

Learned index makes use of a model in order to predict the stored location from a
requested key. In a sorted dataset, a model can be considered as a method to approximate
the CDF (Cumulative Distribution Function) of the dataset [9,10]. To analyze how CDF
looks and which machine learning algorithm is appropriate for training a model in LevelDB,
we examine two real datasets, called OSM (Open Street Map) [12] and Twitter user data [13],
as shown in Figure 3. In this figure, the x-axis represents keys while the y-axis is the CDF,
the location of a corresponding key in a sorted form.

Figure 3. Cumulative distribution function of two datasets.

From Figure 3, we can make the following two observations. First, keys are distributed
unevenly. For example, in OSM, keys ranging from 0 to 3× 107 occupy only 5%, while keys
ranging from 3.5 × 107 to 4.2 × 107 occupy around 75% of this dataset. This unevenness is
also observed in Twitter user data. Second, keys and their locations in CDF have a linear
correlation. Specifically, when we cautiously divide a dataset into multiple segments, we
can obtain a linear function that can approximate keys and their locations appropriately.

To investigate our second observation more closely, we choose some samples, keys,
and their locations in CDF, from OSM, and present them in Table 1 and Table 2, respectively.
From Table 1, we can notice that keys and their locations satisfy a property, called linearity.
In this paper, the linearity is defined as a property where data can be represented as a
straight line so that they can be approximated as a linear function. Specifically, keys and
locations in Table 1 can be approximated as a linear function with a slope of 0.8 and an
intercept of −62,301. This approximation allows for using a key as an offset to predict the
location of the key.

Note that this approximation may cause an error margin that is defined as the difference
between the predicted and actual location. For instance, the actual location of the key 77,892
is 12 while its predicted location using the approximated linear function is 12.6. Hence,
the error margin becomes 0.6 at this key. This is why we need the last-mile search to find
the actual location from the predicted one. In the Table 1 case, the worst error margin is
1 at the key 77,885. It implies that we need at most one additional comparison for the
last-mile search. Hence, the time complexity of this learning based search is still O(1) even
considering the last-mile search, which is smaller than the time complexity of binary search,
O(log n).

However, keys and locations in Table 2 do not follow the linearity. There is a consider-
able key gap between the 92th and 93th locations, which makes the prediction inaccurate
when we try to derive a linear function over all these keys. This inaccuracy leads to a big
error margin, which eventually deteriorates the search performance. However, when we
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divide these keys into two segments, one is from 78,101 to 78,215 and the other is from
219,850 to 219,969, and try to obtain a linear function for each segment separately, we can
enhance the prediction accuracy, resulting in reducing the error margin. Now, the question
is how to do this segmentation efficiently.

Table 1. Samples that satisfy the linearity.

Keys Locations

77,880 3

77,881 4

77,883 5

77,885 6

77,886 7

77,887 8

77,888 9

77,889 10

77,890 11

77,892 12

77,893 13

77,894 14

77,895 15

77,897 16

77,898 17

77,899 18

Table 2. Samples that violate the linearity.

Keys Locations

78,101 82

78,102 83

78,103 84

78,104 85

78,105 86

78,109 87

78,110 88

78,197 89

78,198 90

78,204 91

78,215 92

219,850 93

219,851 94

219,966 95

219,968 96

219,969 97
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4. Design

In this section, we first discuss design considerations for efficient segmentation. Then,
we describe two segmentation techniques devised in this paper. Finally, we explain how
we materialize our proposed SLR search in LevelDB.

4.1. Segmentation

Our observations, discussed in Section 3, reveal that a lot of datasets follow the linearity,
meaning that they can be approximated with a linear function. They also uncover that
segmentation plays an important role on the prediction accuracy. These observations lead
us to design a new search mechanism, called SLR (Segmented Linear Regression) search,
that integrates the linear approximation and segmentation into a cooperative manner.
In specific, SLR search makes use of two techniques for segmentation and applies the
linear regression to each segment. Then, if necessary, it further divides a segment into
sub-segments and applies the linear regression again to each sub-segment.

When we devise a segmentation technique, we consider the following three criteria:
prediction accuracy, prediction overhead, and segmentation overhead. The prediction
accuracy is defined as the worst error margin in a segment while the prediction overhead
is defined as how much time it takes to find a related segment from a given key. Finally,
the segmentation overhead is defined as the elapsed time required to fulfill segmentation.
Based on these criteria, we propose two techniques, namely equal-size and error-aware, as
shown in Figure 4.

Figure 4. Two segmentation techniques.

The first technique divides a given dataset into multiple segments where each segment
has the equal number of keys. The number of segments are set as a control parameter (e.g.,
4 in the figure). Then, it applies the linear regression to each segment to obtain a linear
function that can approximate keys and their locations in a segment. The benefit of this
approach is that it can provide the best performance in terms of the segmentation overhead
since it does not require calculating the error margin per each key. However, the downside
is that it may degrade the prediction accuracy.

To overcome the downside, we devise our second segmentation technique that con-
siders the error margin. It conducts the linear regression and segmentation recursively, as
described in Algorithm 1. The core idea of this technique is that it divides a segment with
the consideration of the error margin so that the divided segments have a smaller error
margin than the original one. The benefit is that it can enhance the prediction accuracy.
However, it increases the segmentation overhead to calculate the worst error margin of
each segment and to conduct segmentation recursively. Note that, in a key-value store, this
segmentation is performed during the flush or compaction operation, which provides an
opportunity to hide this overhead by overlapping it with I/Os.

There exists a diverse design space when we design segmentation techniques. First,
instead of equal-size, we can design a segmentation technique that divides segments with
an equal-range of keys. For instance, assume that the minimum and maximum key in an
SSTable file are 1 and 100, respectively, and the number of segments is set as 4. Then, each
segment has 25 keys in it. The advantage of this approach is that it can provide the best
performance in the viewpoint of the prediction overhead since finding a related segment
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from a key is conducted with O(1), while both the equal-size and error-aware techniques
require O(log N) where N is the number of segments. However, the downside of the
equal-range approach is that it may cause imbalance of segments due to the unevenness
observed in Figure 3.

Algorithm 1: Error-aware segmentation
Input: A segment

1 obtain a linear function from the input segment;
2 calculate the worst error margin;
3 if (worst error margin > predefined error_margin threshold) then
4 if (the number of segments > predefined maximum_segment threshold) then
5 stop segmentation and go back to the original binary search;
6 end if
7 divide the segment into two at the key of the worst error margin;
8 call the error-aware segmentation with the left segment as an input;
9 call the error-aware segmentation with the right segment as an input;

10 else
11 add the obtained linear function into the trained model;
12 end if

Second design space is regarding the linear approximation. For this purpose, this
study uses the linear regression. However, it is a heavy work, requiring the square root
calculation for all keys. Hence, to assess this overhead, the linear interpolation can be a
viable alternative [27]. Third, we can utilize sampling when we assess the worst error
margin, which can decrease the segmentation overhead. We leave these explorations as a
future work.

4.2. LevelDB Extension for SLR Search

Figure 5 shows how we modify SSTable to adopt SLR search. In the current SSTable
structure, LevelDB uses the binary search in the index block for finding a data block that
contains a requested key. On the contrary, in our modified SSTable structure, we extend the
index block so that it has a new area, called a model area, that manages the trained linear
functions for all segments. Therefore, to find a data block, we can make use of SLR search
as an alternative. Note that, if the number of segments becomes larger than a threshold
in our error-aware SLR search, we go back to the original binary search. For this purpose,
the original index block is still maintained in the modified SSTable structure as shown in
Figure 5. Finally, in the footer, a new flag is added to indicate whether this SSTable file has
the model area in order to support SLR search or not.

Figure 5. SSTable modification for SLR search.
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The details of the index block are given in Figure 6. In the current index block, there
exist n entries where each entry consists of the minimum key of a corresponding data block
and pointer to the data block. In addition, there exist r entries, restart points that are used
for a key prefix compression technique [14]. In a key-value store, consecutive keys have a
tendency to share a same key prefix. To reduce memory usage, LevelDB drops the prefix
shared with the previous key. In addition, for every k key, it does not apply the compression
and store the entire key, which is called a restart point. There are r restart points where r is
either n in the case where there is no shared prefix or dn/ke in the best sharing case. As the
result, in LevelDB, binary search is actually performed among restart points.

Figure 6. Index block in detail.

The right side of Figure 6 presents the extended index block for SLR search. The
model area that is built as the result of training consists of m linear functions where m is
the number of segments. The value of m is set as a control parameter in the equal-size SLR
search or is determined based on Algorithm 1 in the error-aware SLR search. Each linear
function is expressed by three fields: slope, intercept, and minimum key of a segment. The
slope and intercept are used for prediction while the minimum key is used for segment
finding during a lookup request handling.

Initially, we plan to train using the minimum keys in the data block pointer area.
However, some key prefixes of this area are omitted due to the prefix compression technique.
Hence, we use restart points for training. Since binary search is performed using restart
points in original LevelDB, our choice can lead to a fair comparison when we compare SLR
search with binary search.

The overall lookup process using the extended index block is conducted as follows:
When a lookup request arrives at an SSTable file, LevelDB first checks the footer to locate
the index block. Then, it checks whether SLR search is feasible or not. If not, it performs
binary search at the cost of O(log r) using restart points to locate the target restart point
related to the requested key. If feasible, it performs binary search at the cost of O(log m)
using the minimum keys of segments in the model area and finds a linear function related
to the request key. Then, it predicts the target restart point using the function at the cost of
O(1). Note that the number of segments, m, is much smaller than that of restart points, r, in
the index block (e.g., r is 2048 if the SSTable size is 64 MB, and the data block size is 4 KB,
and k = 8. Note that the default value of m is set as 20 in this study.)

The final step of the lookup process is the last-mile search. The predicted restart point
may not be the correct one due to the prediction inaccuracy. To overcome this problem, SLR
search utilizes the last-mile search that scans neighbors of the predicted location. Several
candidates such as linear, binary, and exponential search can be used for the last-mile search.
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The linear search candidate scans to the left or right neighbors one by one, while the binary
search candidate performs binary search using restart points ranging from the predicted
location to the location of the worst error margin distance. Finally, the exponential search
candidate jumps 2i neighbors and makes a comparison at the jumped location, as illustrated
in Figure 7. When the comparison becomes above or below the requested key, it performs
binary search from the previous jumped location to the final one.

Figure 7. Last-mile search: exponential example.

There are various trade-offs among three candidates. When the error margin is small,
the linear search candidate can be a simple and effective choice. On the contrary, when the
error margin is large, exponential search can be a useful solution that covers a wide range
quickly. The binary search candidate is in the middle, balancing between simplicity and
coverage. In this study, we choose linear search for the error-aware segmentation technique,
while choosing exponential search for the equal-size one. Note that the overhead of the
last-mile search is important for the success of SLR search on LevelDB, and our experiments
reveal that the linearity of datasets makes it insignificant, which will be further discussed
in Section 5.

Until now, we have discussed how we employ SLR search into the index block. We
can employ SLR search into the data block in the same way since the data block has a
structure similar to the index block, shown on the left side of Figure 6. Specifically, the
data block consists of two areas: (1) key-value pairs, instead of min. key and pointer pairs
as discussed in Figure 2, and (2) restart points for the prefix compression. However, the
number of key-value pairs is much smaller than the number of min. key and pointer pairs.
For instance, assume that the data block size is 4 KB, and the average key-value pair size is
100 B; then, there are only 40 pairs in the data block. In contrast, assume that the SSTable
size is 64 MB; then, the number of min. key and pointer pairs in the index block is 16,384.
When the number of pairs is small, the benefit of learned index is not noticeable and its
overhead rather degrades performance. Hence, we employ SLR search into the data block
a little differently. We define a control parameter, called minimum-pair threshold, and do not
use SLR search if the number of key-value pairs is less than this threshold.

5. Evaluation

This section presents performance evaluation results. We first explain our experimental
environment. Then, we discuss several measurements such as lookup latency, throughput,
and the number of comparisons during search.

Table 3 summarizes our experimental environment. Hardware platform consists of
16 cores, 16 GB DRAM, and 150 GB NVMe SSD. On these hardware, we install the Debian
11 distribution whose Linux kernel version is 5.10. We also install the LevelDB version 1.23
and modify it so that it can utilize SLR search. Then, we use OSM (Open Street Map) [12]
and TUD (Twitter User Data) [13] as workloads for our evaluation.
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Table 3. Experimental system.

CPU Intel(R) Core(TM) i7-10700K CPU @ 3.80 GHz

Memory 16,384 MB

Storage 150 GB NVMe SSD

OS Debian 11 (Bullseye)

Key-value store LevelDB version 1.23

Workloads OSM (Open Street Map), TUD (Twitter User Data)

SLR search has four control parameters: number of segments for the equal-size seg-
mentation, worst-case error margin threshold and maximum segment number threshold
for the error-aware segmentation, and minimum-pair threshold for deciding whether it
applies SLR search or not. In this study, we set the default values of these parameters as 20,
100, 20, and 32, respectively. The sensitivity study of the parameters will be discussed later.

Figure 8 presents the lookup latency and throughput results. In this figure, we compare
four search mechanisms. The first one is binary search that is the original mechanism
used by LevelDB. The second and third one, equal-size SLR search and error-aware SLR
search, are our proposed mechanisms. The fourth one is called equal-size SLR search with
bad segments, which is designed to evaluate if we apply equal-size SLR search with the
consideration of a bad segment. Specifically, a segment that has an error margin larger
than the worst-case error margin threshold is defined as a bad segment. Then, it applies
binary search to bad segments instead of SLR search. In the figure, the horizontal line is
the average value, while the vertical line and square represent the min/max and 1st/3rd
quartiles, respectively.

Figure 8. Latency and throughput.

From Figure 8, we can make the following four observations. First, equal-size SLR
search performs better than binary search. For instance, in the OSM case, it can reduce the
average latency from 5100 ns to 4950 ns, which eventually leads to improved throughput
from 3.95 MB/s to 4.06 MB/s. It uncovers that employing the learned index concept in a
key-value store has a potential to enhance performance. Second, the error-aware SLR search
mechanism enhances performance further, enhancing the throughput by up to 4.15 MB/s
in the OSM case. It means that the error-awareness can increase the prediction accuracy,
having a positive impact on performance.

Third, compared with the equal-size SLR search mechanism, the equal-size SLR search
with bad segments mechanism shows better performance. It implies that it is better to
use binary search instead of SLR search for the bad segment that has a big error margin.
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The final observation is that the variance of two datasets exhibits different trends. For
OSM, binary search shows smaller variance than SLR search. In contrast, for TUD, SLR
search yields much smaller variance. Our detailed analysis shows that TUD has a stronger
linearity than OSM, providing more accurate predictions, which results in less variance in
SLR search.

Figure 9 presents the actual number of comparisons measured in the OSM dataset. It
shows that SLR search indeed decreases the number of comparisons. In this experiment,
we set the SSTable size as 64 MB and the data block size as 4 KB. Hence, there can be
at most 16,384 (214) min. key and pointer pairs in the index block (due to the key prefix
compression technique, the actual number is smaller than that according to the degree of
prefix sharing). Note that LevelDB maintains the minimum key using a virtual key that
is lower than the smallest key of the corresponding data block and that is higher than the
largest key in the previous data block. Therefore, in binary search, finding a target pair is
conducted at the leaf node, not in the internal node. As the result, the comparison numbers
of binary search become from 9 to 13, as shown in the figure.

Figure 9. Number of comparisons.

On the contrary, equal-size SLR search can decrease the comparison numbers by up
to 2 when it predicts the location accurately (one for finding a segment and the other for
verifying the predicted location). However, it suffers from long-tail comparisons, ranging
from 24 to 38, due to the bad segments where key and pointer pairs violate the linearity.
Error-aware SLR search overcomes these long-tail comparisons by dividing them further,
eventually reducing the error margin of a segment.

Figure 10 shows the overall lookup latency breakdown in LevelDB. We obtain these
results using the uftrace tool that allows for tracing and analyzing the CPU execution time
consumed by a specific part of a program [28]. The overall SSTable-related lookup process
consists of finding SSTables, processing for loading blocks, searching in the index block,
searching in data blocks, and so on. Among them, the index block search latency is the
heaviest one as presented in this figure, since the index block is used more frequently than
data blocks and has the largest number of elements to be searched. This is why we focus
on the index block in this study.

As a sensitivity analysis, we change the number of segments in the equal-size SLR
search mechanism and measure latency as shown in Figure 11. This analysis shows that,
when the number of segments increases from 2 to 20, equal-size SLR search performs better
by increasing the prediction accuracy due to the finer segmentation. However, when it
becomes too large (e.g., 30 or 40), it performs worse due to the overhead of identifying the
corresponding segment of a requested key. This result leads us to choose 20 as the default
value of the number of segments in the equal-size segmentation mechanism.
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Figure 10. Lookup latency breakdown.

Figure 11. Effect of the number of segments.

6. Related Work

Learned index and key-value store are two prominent research topics that are studied
actively these days. This section surveys previous studies that are related to our work.

Kraska et al. published a historic paper about learned index [9]. They argue that traditional
indexes such as range index (e.g., B-tree), point index (e.g., hash), and existence index (e.g.,
bloom filter) can be replaced with learned indexes where constructing a data structure is replaced
with training a model and lookup is replaced with prediction. Since then, studies on learned
index have been vigorously conducted, and these can be largely divided into three categories.

The first category is investigating how to enhance the prediction accuracy [18–20]. For
instance, Ferragina and Vinciguerra propose a new approach, called a Piecewise Geometric
Model index (PGM-index) that is a multi-level structure where each level is constructed
by piecewise linear regression [18]. Kipf et al. suggest a learned index that integrates a
linear spline for approximation and a radix tree to manage spline points [19]. Galakatos
et al. devise an index structure that makes use of a tunable error parameter so that it can
balance lookup performance and space consumption [20]. Our approach is fundamentally
similar to these, but we differ from them in that we implement a learned index based search
mechanism in an actual key-value store and evaluate performance.

The second category is designing updatable learned index [29–31]. Updating data is
considered an Achilles heel of learned index since it requires re-training. Ding et al. propose an
updatable learned index structure, Alex, based on 4 components: gapped array, model-based
insertion, exponential search, and adaptive tree structure [29]. Wu et al. design a framework,
called LIPP (Learned Index with Precise Positions), that utilizes a metric to decide the layout of
learned index so that it can predict precisely the location of a key [30]. Since SSTable is updated
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only once while searched multiple times in an LSM-tree based key-value store, updating is not
an issue in our study.

The third category is regarding fair comparison and open datasets [10,11]. As diverse
learned index structures are suggested actively, a need for standard benchmarks and
datasets has emerged. Marcus et al. examine various learned index structures and suggest
benchmarking methodologies [10]. Wongkham et al. discuss trade-offs of various updatable
learned index structures and evaluate them comprehensively with new perspectives such
as concurrency and NUMA (Non-Uniform Memory Architecture) [11].

Key-value stores are also popularly studied these days [1,15,21–26,32]. For instance,
Lu et al. propose an outstanding idea that separates keys and values in the LSM-tree so that
it can reduce the compaction overhead in a key-value store [15]. Balmau et al. design a new
key-value store, SILK, that utilizes an I/O scheduler to alleviate interference of internal
operations, such as flush and compaction, to user latencies [23]. Im et al. offload a key-value
store to SSDs (Solid State Devices) to adopt the benefit of in-storage processing [24].

Abu-Libdeh et al. integrate learned index into Google’s Bigtable and evaluate its
practicality [32]. They make use of the linear regression model like our work. However,
they use the model for allocation instead of prediction, which always allows accurate
prediction at the cost of increased space. Lu et al. propose a key-value store, TridentKV,
with three new techniques, namely an adaptive learned index, space-efficient partition, and
asynchronous read [26]. For learned index, they apply both training-while-writing and
training-while-reading adaptively.

Dai et al. design a key-value store, called Bourbon [25], that is closely related to our
work. They utilize the piecewise linear regression for training and implement their idea in
LevelDB like us. However, our work differs from Bourbon in that (1) we explore various
segmentation techniques including equal-size and error-aware, (2) we support the key
prefix compression in our proposal while they do not, and (3) we employ the exponential
search as the last-mile search, while Bourbon uses binary search, which has the potential to
cause high overhead when predictions are inaccurate.

7. Conclusions

Learned index is a promising concept that can reduce the lookup overhead and memory
usage. However, applying this concept into a real key-value store is challenging due to various
obstacles such as noisy data, last-mile search, and cooperation with the prefix compression
technique used already. We overcome these obstacles by exploiting segmentation, exponential
search, and restart points based training, respectively. Real implementation based evaluation
shows that our proposed SLR search indeed reaps the benefits of learned index in LevelDB.

There are three research directions as future work. The first one is validating our proposal
with more diverse workloads such as Amazon’s book popularity dataset and Wiki’s timestamp
dataset [10]. In addition, we will evaluate the effect of our control parameters, such as the
number of segments and worst error margin threshold, under these datasets. The second
direction is exploring other machine learning algorithms, including linear interpolation and
regression, and sampling to reduce the training overhead. The final direction is examining the
impact of learned index on LevelDB’s operations such as flush, compaction, and range scan.
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