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Abstract: For Unmanned Aerial Vehicles (UAVs), it is of crucial importance to develop a technically
advanced Collision Avoidance System (CAS). Such a system must necessarily consist of many sensors
of various types, each one having special characteristics and performance. The poor performance
of one of the sensors can lead to a total failure in collision avoidance if there is no provision for
the performance of each separate sensor to be continuously monitored. In this work, a Sensor
Autonomous Integrity Monitoring (SAIM) methodology is proposed. The configuration of the sensors
and their interaction is based on a fusion procedure that involves a total of five sensors. Accordingly,
the performance of each one of the sensors is continuously checked against the combined (fused)
operation of the other four. A complementary experiment with a total of four sensors, one of which
had low performance, was also conducted. Experimental results reveal a reliable approach for Sensor
Autonomous Integrity Monitoring (SAIM). The method can be easily extended to a larger number
of sensors.

Keywords: sensor integrity; collision avoidance; sensor fusion; unmanned vehicles

1. Introduction

Unmanned Aerial Vehicles (UAVs) are employed for operations where pilots’ lives
may be at risk [1,2]. Research on UAVs for numerous applications is currently carried
out [3–5]. UAVs embody various sensors for monitoring the environment and performing
real-time decision-making [6]. Due to the fact that UAVs are intended to operate in haz-
ardous environments, the most important issue is planning the path of their mission [7].
Accordingly, the need arises for on-board sensors to avoid collisions with any type of
obstacle even with other UAVs [8,9]. Thus, sophisticated Collision Avoidance Systems
(CASs) are of primary importance for the efficient performance of a UAV [10].

The collision avoidance procedure incorporates two stages [1]: the perception of the
environment and, after that, the probable required action. Perception is carried out using
various sensors, passive or active, while the required actions for collision avoidance are
categorized as [1]:

• Geometric;
• Force-field;
• Optimized;
• Sense and Avoid.

The capability of having many sensors on board increases the possibility of improving
the performance of a CAS system, but, on the other hand, it makes the UAV heavier and the
required data processing time-consuming [11]. A high-performance CAS system should
incorporate the monitoring of each of the sensors for optimal performance. Thus, a kind of
Sensor Autonomous Integrity Monitoring (SAIM) is required in correspondence with the
Receiver Autonomous Integrity Monitoring (RAIM) systems [12].

During the last decades, a procedure has been developed to assess the integrity of the
global positioning system (GPS) signals recorded with a GPS receiver system. The technique
is called Receiver Autonomous Integrity Monitoring (RAIM) [12–15]. The integrity of the
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GPS receiver signals is of crucial importance in GPS applications, such as in aviation or
marine navigation, which are characterized as safety critical. The GPS system does not
incorporate any technical procedure to correct possible inaccurate information transmitted
by its systems. Simultaneously, a receiver of the GPS signals cannot be aware of this
inaccurate information and will not try to correct its navigational capabilities. For GPS
receivers, RAIM availability usually is tested when fewer than 24 GPS satellites are available
by employing mathematical prediction approaches implemented at ground stations.

Currently, Time-Receiver Autonomous Integrity Monitoring (T-RAIM) algorithms
assess the reliability of the timing solution provided by a Global Navigation Satellite
System (GNSS) timing receiver. A potential T-RAIM approach developed in a multi-
constellation context is described in [12]. In this work, measurements from several GNSS
constellations provide increased redundancy at the cost of increased system complexity.
Integrity requirements for the airborne use of GPS are reviewed in [13]. This is followed
by the description of a baseline fault detection algorithm which is shown to be capable of
satisfying tentative integrity requirements. Preliminary performance results for the baseline
fault detection algorithm are presented in [14] along with the potential of RAIM techniques
for achieving GPS integrity. The focus of the paper in [15] is to implement a fault detection
and exclusion algorithm in a software GPS receiver in order to provide timely warnings to
the user when it is not advisable to use the GPS system for navigation. Several GPS-related
systems also provide integrity signals separate from the GPS. Among these is the Wide
Area Augmentation System (WAAS) [16], which is an air navigation aid developed by
the Federal Aviation Administration to augment the GPS with the goal of improving its
accuracy, integrity, and availability.

A cooperative integrity monitoring (CIM) algorithm is proposed in [17] which can
be applied to many existing multi-sensor cooperative positioning algorithms. In [18], an
integrity monitoring framework is proposed that can assess the quality of multimodal
data from exteroceptive sensors. The problem of fault detection, isolation, and adaptation
(FDIA) is addressed in [19] for navigation systems on board passenger vehicles.

In this paper, a method for monitoring the operational integrity of each one of the
sensors on board the UAV is proposed. It is assumed that five sensors of the same type are
employed on the UAV in order to combine their decisions regarding the physical quantities
such as distance and angle required to assess the collision parameters. The method is based
on comparing the decision of the sensor under inspection with the decision obtained after
fusing the decisions of the other four sensors, the operation of which is assumed to be
normal. The proposed Sensor Autonomous Integrity Monitoring (SAIM) approach in fact
employs the property which emerges from decision fusion methods [20,21], which states
that at least three sensors give a decision that is more reliable than the most reliable sensor
of the three used in the fusion procedure. If the inspected sensor is assessed to convey
poor or unreliable information, its decision is ignored or otherwise, the sensor is gated. A
complementary experiment with a total of four sensors, one of which has low performance,
was also conducted.

This manuscript is organized as follows. In Section 2, the basics of UAV collision
avoidance sensors are given. The RAIM essentials are presented in Section 3. The proposed
SAIM method for UAVs is analyzed in Section 4. The experimental results are presented in
Section 5, while the conclusions are drawn in Section 6.

2. Basics of UAV Collision Avoidance Sensors

In order for an unmanned vehicle to be able to navigate autonomously avoiding
obstacles, a series of procedures are necessary such as the detection of the obstacle, its
avoidance, planning continuously the path to be followed, localization, and control systems
management [22]. In general, the environment in which a UAV is operating is dynamic,
and there are limitations for the on-board payload, which, however, is very crucial for the
operation of the UAV. Furthermore, severe weather conditions can dramatically reduce
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the operational capabilities of the UAV. Obstacle detection and collision avoidance become
more challenging tasks if multiple UAVs or multiple moving obstacles are considered [11].

The collision radius Rc determines the minimum distance from a UAV which is
adequate to avoid a collision (Figure 1). The detection range is much larger (Figure 1), and
the larger its length is, the better the UAV can resolve, detect, and avoid a collision.
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A collision avoidance system (CAS) for a UAV is responsible for ensuring that no
collisions with any obstacle will happen whether moving or stationary. In this work, we
take advantage of the available information given for each sensor to sense the obstacle,
and then we improve the detection phase of the system trying to assess the risk. Based
on this, the collision avoidance module performs the necessary calculations to compute
the amount of deviation needed from the original path to avoid the potential collision.
Collision avoidance algorithms are categorized in [1] into the following major methods:

(1) Geometric methods, which work by computing the distance between the UAV and
the obstacle.

(2) Force field methods, in which the main idea is inspired by attractive or repulsive
electric forces that exist among charged objects. In a swarm of drones, each UAV node
is considered a charged particle.

(3) Optimization-based methods, which aim at finding the optimal or near-optimal solu-
tions for path planning.

(4) Sense-and-avoid methods, which mainly focus on reducing the computational cost with
a short response time.

In this work, the geometric approach is followed. Geometric approaches rely on
computing the time to collision by utilizing the distances between the UAVs and their
velocities. In [23], the authors studied geometry-based collision avoidance strategies for a
swarm of UAVs. The proposed approach uses line-of-sight vectors in combination with
relative velocity vectors while considering the dynamic constraints of a formation. By cal-
culating a collision envelope, each UAV can determine the available direction for avoiding
a collision and decide whether the formation can be kept while avoiding collisions. In [24],
the authors presented a new methodology of the Fast Geometric Avoidance Algorithm
(FGA) based on kinematics, the probability of collisions, and navigational limitations by
combining geometric avoidance and the selection of start time from critical avoidance. In
a multiple obstacles scenario, instead of avoiding the obstacles simultaneously, FGA can
assign different threat levels to obstacles based on the critical time for avoidance and avoid
them sequentially and, hence, increase the avoidance success rate.

In the scenario of this work, the sensors are considered to be distributed in a very
small space in the UAV. Usually, each sensor is of a different type from the others and
monitors a different and complementary region. In our scenario, we assume that a
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specific region outside the UAV is monitored periodically by four or five active sensors
simultaneously of different types (Radar, Lidar, Near-Infrared). Accordingly, all the
sensors can be considered active, so that they will operate in any environmental and
weather conditions. Furthermore, it is assumed that their quality characteristics are similar.
The variation in the quality characteristics is mainly due to the different types of sensors
(Radar, Lidar, Near-Infrared, etc.).

3. RAIM Essentials

Receiver Autonomous Integrity Monitoring (RAIM) approaches provide monitoring
for the integrity of GPS signals which are employed in numerous aviation applications.
In order to achieve integrity monitoring of the signals of a sensor, a minimum of five
satellites visible to the sensor with satisfactory geometry must be utilized. The sensor
or receiver sends a signal to the pilot regarding its integrity. It is very important for
aviation receivers to possess RAIM capabilities to support safety issues. First of all, the
receiver availability is a function of the geometry of the satellite constellation as well as
the environmental conditions.

An enhanced version of RAIM employed in some receivers is known as fault detection
and exclusion (FDE). It uses a minimum of six measurements which can be achieved
with six satellites or five satellites with baro-aiding to not only detect a possible faulty
satellite. The goal of fault detection is to detect the presence of a positioning failure. GNSS
differs from traditional navigation systems because the satellites and areas of degraded
coverage are in constant motion. Therefore, if a satellite fails or is taken out of service for
maintenance, it is not immediately clear which areas of the airspace will be affected, if any.
The location and duration of these deficiencies can be predicted with the aid of computer
analysis and reported to pilots during the pre-flight planning process.

Because RAIM operates autonomously, that is without the assistance of external
signals, it requires redundant pseudo-range measurements. To obtain a 3D position solution,
at least four measurements are required. To detect a fault, at least five measurements
are required, and to isolate and exclude a fault, at least six measurements are required.
However, often more measurements are needed depending on the satellite geometry.
Typically, there are seven to twelve satellites in view. The test statistic used is a function of
the pseudo-range measurement residual (the difference between the expected measurement
and the observed measurement) and the amount of redundancy. The test statistic is
compared with a threshold value, which is determined based on the requirements for the
probability of false alarm (Pfa) and the expected measurement noise. In aviation systems,
the Pfa is fixed at 1/15,000.

Various attempts have been made in the past to support autonomous integrity moni-
toring of sensors employed for collision avoidance. The cooperative integrity monitoring
(CIM) algorithm proposed in [17] can fully exploit the global navigation satellite system
(GNSS) data and inter-vehicle measurements data to improve the detection and isolation of
faulty measurements due to multipath or non-line of sight (NLOS). An integrity monitoring
framework that can assess the quality of multimodal data from exteroceptive sensors has
been proposed in [18]. The proposed multisource coherence-based integrity assessment
framework is capable of handling highway as well as complex semi-urban and urban sce-
narios. The work in [19] addresses the problem of fault detection, isolation, and adaptation
(FDIA) in navigation systems on board passenger vehicles. It succeeds to prevent malfunc-
tions in systems such as advanced driving assistance systems and autonomous driving
functions that use data provided by the navigation system. The integrity of the estima-
tion of the vehicle position provided by the navigation system is continuously monitored
and assessed.

4. Proposed SAIM in UAVs

Sensor Autonomous Integrative Monitoring is crucial for the effective operation of the
collision avoidance system of the UAV. In a similar manner as in RAIM, each sensor in the
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UAV must check itself for the reliability of the decisions taken. If the decisions taken by a
sensor are not reliable, then the specific sensor is to be deactivated. The reliability of the
sensor is accessed by comparing its characteristics Pd and Pf with the performance at the
fusion center.

The Sensor Autonomous Integrity Monitoring (SAIM) method proposed in this work
is explained in four distinctive stages. It is assumed that five different sensors are on board
to assess the distance and the relative movement of the obstacle with respect to the UAV. A
complementary simulation experiment with a total of four sensors, one of which has low
performance, was also conducted.

4.1. Performance Characteristics of Each Separate Sensor

Each separate sensor is measuring the geometric attributes of speed and distance of
the obstacle while it is operating under specific quality characteristics. These characteristics
are uniquely selected in this work to be the probability of detection Pdi

and the probability
of false alarm Pfi

for the measured quantities. Consequently, we consider that we have
a two-hypothesis testing problem with H1 corresponding to obstacle presence and H0 to
obstacle absence (free space). There is no knowledge of a priori probabilities, so they are
not taken into consideration, or otherwise, they are assumed equal.

4.2. Fusion Performance in Parallel Configuration

A Fusion Center (FC) operates on board and is responsible for two different tasks:

a. Implement a Neyman–Pearson (N-P) test using all five decisions except one (the k-th,
k = 1 to 5).

b. Decide for gating the k-th sensor if a specific condition reports the k-th sensor as
being unreliable.

Let uj be the decision of the j-th sensor having considered all the observations regard-
ing the obstacle distance and velocity. If the decision of the j-th sensor favors hypothesis
H1, then uj = +1, otherwise, uj = 0. All five decisions are transmitted to the Fusion Center
and are available for processing. Let (Pf j

, Pdj
) be the operating characteristics or otherwise

the quality of the decision of the j-th sensor. The Fusion Center implements the N-P test
using all four of the five decisions based on the Likelihood Ratio (LR) test:

Λ(u) =
P(u1, u2, u3, u4|H1)

P(u1, u2, u3, u4|H0)

H1
≷
H0

t (1)

where u = (u1, u2, u3, u4) is a 1× 4 row vector with entries being the decisions of the
four individual sensors (one is excluded), and t the threshold to be determined with the
desirable probability of false alarm at the Fusion Center P f c

F , [20], i.e.,

∑
Λ(u)>t∗

P(Λ(u)|H0) = P f c
F (2)

Since the decisions of each sensor are independent from those of the other sensors, the
LR test from (1) gives

Λ(u) =
N

∏
i=1

P(u1|H1)

P(u1|H0)

H1
≷
H0

t (3)

For the implementation of the N-P, the computation of P(Λ(u)|H0 ) is required. Taking
into consideration the independence of the sensors, we obtain, for easier evaluation, the
distribution P(logΛ(u)|H0 ) which can be expressed as the convolution of the individual
P(logΛ(ui)|H0).



Electronics 2023, 12, 746 6 of 12

Accordingly, the LR Λ
(

Pdi

)
assumes two values. Either

1 – Pdi
1 – Pfi

, when ui = 0 with

probability 1 – Pfi
under hypothesis H0 and probability 1 – Pdi

under hypothesis H1, or
Pdi
Pfi

, when ui = 1 with probability Pfi
under hypothesis H0 and probability Pdi

under

hypothesis H1.
At the Fusion Center, the probability of false alarm is obtained as

P f c
F = ∑

Λ(u)>t
P(Λ(u)|H0) (4)

where t is a threshold chosen to satisfy (4) for a given P f c
F . Similarly, the probability of

detection at the Fusion Center is

P f c
D = ∑

Λ(u)>t
P(Λ(u)|H1) (5)

We are interested to know if a configuration of four sensors can provide, by means of
the N-P test, a

(
P f c

F , P f c
D

)
pair such that

P f c
F ≤ min

i∈1,...,4

{
Pfi

}
and P f c

D > max
i∈1,...,4

{
Pdi

}
(6)

In [20], it is proved, in the form of a theorem, that the condition (6) can be satisfied if
the number of sensors N is greater than two, and all the sensors are characterized by the
same

(
Pf , Pd

)
pair.

Theorem 1 ([20]). In a configuration of N similar sensors, all operating at the same
(

Pf , Pd

)
=

(p, q) , the randomized N-P test at the Fusion Center can provide a(P f c
F , P f c

D ) satisfying (15)
if N ≥ 3.

More precisely, forN ≥ 3, the randomized N-P test can be fixed so that

P f c
F = Pf = p and P f c

D > Pd = q (7)

4.3. Conditions for a Sensor Gating

According to the previous theorem, if the Fusion Center is employing four sensors,
it can give a probability of false alarm at the Fusion Center P f c

F smaller than that of the

probability of false alarm Pf5 at the fifth sensor under testing, and simultaneously a P f c
D

larger than that of the probability of detection Pd5 at the fifth sensor under testing. In this
case, this fifth sensor can be considered as unreliable and be gated (excluded) for evaluating
the Fusion Center performance.

4.4. Total Configuration of the SAIM Method

The configuration approach for applying the proposed SAIM method for each of the
available sensors is as follows:

a. Each of the five sensors is excluded, and the performance of the Fusion Center is
evaluated by employing the other four sensors. It is required that:

P f c
F = min Pfi

and P f c
D > max Pdi

i = 1, . . . , 4

b. Procedure a. is repeated for all five sensors.
c. In the case of dissimilar sensors, we have to record the performance of the Fusion

Center when the k-th sensor is excluded.
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d. The SAIM configuration leads the specific k-th sensor among the five sensors to be
autonomously disabled with a special signal for its participation in the decision of
the Fusion Center when this sensor finds out that:

P f c
F = Pfk, and the corresponding Pdk

<< P f c
D , i = 1, . . . 4 (8)

This means that the k-th sensor cannot contribute significant information to the Fusion
Center if its characteristic probability of false alarm is larger or equal to that achieved
by the Fusion Center with four sensors while its probability of detection is well below
the achieved corresponding probability of detection at the Fusion Center of the UAV. If
condition (8) is not valid for any one of the five sensors, then all available sensors are
employed to contribute to the Fusion Center for its final decision.

5. Experimental Results

The SAIM procedure is demonstrated experimentally by means of the numerical evalu-
ation of the performance at the Fusion Center. For this purpose, five sensors are considered
on board the UAV having the quality characteristics (Pfi

and Pdi
) as depicted in Table 1. As it

was previously stated, the evaluation of the distribution P(logΛ(u)|H0 ), given the indepen-
dence of the sensors, can be expressed as the convolution of the individual P(logΛ(ui)|H0 ).
Accordingly, the distribution P(logΛ(u)|H0 ) is graphically depicted in Figure 2. Only the
first to fourth sensors have been considered for evaluating P(logΛ(u)|H0 ). In a similar way,
the distribution of P(logΛ(u)|H1 ) can be expressed as the convolution of the individual
P(logΛ(ui)|H1 ), and this is graphically depicted in Figure 3. In this case as well, only the
first to fourth sensors have been considered for evaluating P(logΛ(u)|H1 ). In Table 2 are
given analytically all possible threshold positions at the Fusion Center and the achieved
P f c

F and P f c
D .
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Table 1. Quality characteristics (Pfi
and Pdi

) for each of the five sensors on board a single UAV.

Sensor Sensor Probability
of Detection

Sensor Probability
of False Alarm

1st 0.95 0.05
2nd 0.92 0.08
3rd 0.89 0.11
4th 0.86 0.14
5th 0.83 0.17

Table 2. Detection performance at the Fusion Center on board the specific UAV with only four of the
five sensors in Table 1 being active. The fifth sensor was excluded.

Threshold
Number

Threshold
Abscissa

Threshold
Abscissa (log)

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

1 10859.733 4.035819 0.6689596 6.1600 × 10−5

2 287.79175 2.459078 0.77786 00 0.0004400
3 165.89165 2.219825 0.8605404 0.0009384
4 82.115189 1.914423 0.9187108 0.0016468
5 30.082365 1.478312 0.9539192 0.0028172
6 4.3962633 0.643084 0.9673788 0.0058788
7 2.1761191 0.337683 0.9768484 0.0102304
8 1.2543792 0.098429 0.9840380 0.0159620
9 0.7972070 −0.09843 0.9897696 0.0231516

10 0.4595336 −0.33768 0.9941212 0.0326212
11 0.2274658 −0.64308 0.9971828 0.0460808
12 0.0332420 −1.47831 0.9983532 0.0812892
13 0.0121780 −1.91442 0.9990616 0.1394596
14 0.0060280 −2.21983 0.9995600 0.2221400
15 0.0034747 −2.45908 0.9999384 0.3310404
16 9.2083 × 10−5 −4.03582 1.0000000 1.0000000
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The achieved P f c
F and P f c

D for each threshold are evaluated by summing all the terms
from the threshold position to the right of the distributions in Figures 2 and 3, respectively.
According to the results in Tables 1 and 2, the quality characteristics of the fifth sensor are
far exceeded by the performance of the Fusion Center, which employs the other four sensors
(first to fourth). The 13th threshold, which is equal to 0.012, gives a P f c

F = 0.139, which is

smaller than the Pf 5 = 0.17. Simultaneously, for the same threshold, the P f c
D = 0.999, which

is very high in contrast to the Pd5, which equals 0.85. The results in Table 2 were obtained
considering the fifth sensor in Table 1 as inactive.

Mathematic evaluations are carried out using simulation software built in MATLAB.
In an attempt to assess the information contribution of the fifth sensor to the final

decision of the Fusion Center, this sensor was considered together with the other four to
evaluate the P f c

F and the P f c
D . As depicted in Table 3, the fifth sensor does not add any

significant information to the Fusion Center since at the threshold No. 28, the P f c
F = Pf5

while the achieve P f c
D , which is 0.9997, was reached using only the first four sensors (Table 2,

threshold 13). Thus, the fifth sensor must be ignored since the information it conveys
regarding the specific incident is poor or unreliable.

Table 3. Detection performance at the Fusion Center on board the specific UAV based on all five
sensors in Table 1. The fifth sensor does not contribute to the Fusion Center performance.

Threshold
Number

Threshold
Abscissa

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

25 0.0294309 0.9991558 0.0760108
26 0.0169648 0.9994699 0.0945239
27 0.0068086 0.9996689 0.1237469
28 0.0024942 0.9997893 0.1720283
29 0.0012346 0.9998740 0.2406530
30 0.0007116 0.9999384 0.3310404
31 0.0004495 0.9999895 0.4447635
32 1.8860432 1 1

In order to further strengthen the reliability of the proposed SAIM method, another
example is presented proving that a sensor with low performance has to be ignored in the
decision fusion procedure in the Fusion Center. In this example, a total of four sensors are
employed assuming that one of them has quite poor performance concerning its Pf and
Pd. Accordingly, in Table 4 are given the operating characteristics of the four sensors with
the fourth one being poorly-operating. In Table 5, the only threshold suitable for operating
the Fusion Center with performance better than the best of the sensors is threshold No. 4.
As it is shown in Table 6, the fourth poorly-operating sensor cannot add any important
threshold discrimination capabilities since the eighth threshold is the same as the fourth
one in Table 5, and it is equivalent to the ninth threshold.

Table 4. Quality characteristics (Pfi
and Pdi

) for each of the four sensors on board a single UAV. The
fourth is poorly operating.

Sensor Sensor Probability
of Detection

Sensor Probability of
False Alarm

1st 0.95 0.05
2nd 0.92 0.08
3rd 0.89 0.11
4th 0.60 0.40
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Table 5. Detection performance at the Fusion Center on board the specific UAV with only three of the
four sensors in Table 4 being active. The fourth sensor was excluded.

Threshold
Number

Threshold
Abscissa

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

1 1767.86363 0.77786 0.00044
2 27.00561 0.87400 0.00400
3 13.36758 0.94164 0.00906
4 4.89712 0.98258 0.01742
5 0.20420 0.99094 0.05836
6 0.07480 0.99600 0.12600
7 0.03702 0.99956 0.22214
8 0.00056 1 1

Table 6. Detection performance at the Fusion Center on board the specific UAV based on all
four sensors in Table 4. The fourth sensor does not contribute to the Fusion Center performance.

Threshold
Number

Threshold
Abscissa

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

1 2651.79545 0.46671 0.00017
2 1178.57575 0.77786 0.00044
3 40.50842 0.83554 0.00186
4 20.05138 0.87612 0.00388
5 18.00374 0.91458 0.00602
6 8.91172 0.94164 0.00906
7 7.34569 0.96620 0.01240
8 3.26475 0.98258 0.01742
9 0.30630 0.98759 0.03379
10 0.13613 0.99094 0.05836
11 0.11221 0.99397 0.08541
12 0.05554 0.99611 0.12387
13 0.04987 0.99813 0.16445
14 0.02468 0.99956 0.22214
15 0.00084 0.99982 0.53328
16 0.00037 1 1

6. Conclusions

In this paper, the SAIM method for monitoring the operation integrity of each one of
the sensors on board the UAV was presented. The assumed navigation scenario included
the involvement of five sensors for monitoring collision avoidance. The five sensors have
similar quality characteristics, and their decisions regarding the physical quantities such
as the distance and angle required to assess collision parameters are combined at the
Fusion Center of the UAV. The quality characteristics of each sensor is monitored against
the performance at the Fusion Center when it employs the decision of the other four
sensors. Experimental results reveal a reliable approach for Sensor Autonomous Integrity
Monitoring. The method can be easily extended to a larger number of sensors.

According to the analyzed results in Tables 1 and 2, the quality characteristics of the
fifth sensor are far exceeded by the performance of the Fusion Center, which employs
the other four sensors (first to fourth). The information contribution of the fifth sensor,
if it is taken into consideration in the final decision of the Fusion Center, is proved to
be negligible due to the poor or unreliable performance of this specific sensor. This is
evident from the comparison of the results in Tables 2 and 3, where the fifth sensor does
not add any significant information to the Fusion Center and thus it must be ignored. A
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complementary experiment with a total of four sensors, one of which has low performance,
was also conducted and resulted in similar conclusions as demonstrated in Tables 4–6.

The important requirement for applying the proposed SAIM method is that the Fusion
Center on board the UAV must be continuously updated with the quality characteristics
(probability of false alarm and probability of detection—(Pf j

, Pdj
)) of each separate sensor.

Thus, each sensor must transmit this information frequently to the Fusion Center. The
quality characteristics of a specific sensor can be estimated based on the results of the
sensor’s monitoring with respect to the Fusion Center decisions.
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