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Abstract: Attention mechanism takes a crucial role among the key technologies in transformer-based
visual tracking. However, the current methods for attention computing neglect the correlation
between the query and the key, which results in erroneous correlations. To address this issue, a
CWCTrack framework is proposed in this study for transformer visual tracking. To balance the
weights of the attention module and enhance the feature extraction of the search region and template
region, a consistent weighted correlation (CWC) module is introduced into the cross-attention block.
The CWC module computes the correlation score between each query and all keys. Then, the
correlation multiplies the consistent weights of the other query–key pairs to acquire the final attention
weights. The weights of consistency are computed by the relevance of the query–key pairs. The
correlation is enhanced for the relevant query–key pair and suppressed for the irrelevant query–key
pair. Experimental results conducted on four prevalent benchmarks demonstrate that the proposed
CWCTrack yields preferable performances.

Keywords: consistent weighted correlation; vision transformer; attention; transformer tracking

1. Introduction

Object tracking techniques have witnessed extensive interest and research in computer
vision in recent years [1,2]. Given a certain target object in the initial video frame, the
tracking algorithms first extract the features of the target and analyze the region of interest;
then, similar features among the regions of interest are sought in the following frames; and
finally, the tracker pursues the location of the target in the subsequent frames.

In conventional object tracking methods, early Siamese-based trackers [3–6] first
employ two convolutional neural network (CNN) backbones with shared structures and
parameters to retrieve the features of the template and the search regions. Then, the
correlation-based network is adopted to calculate the similarity between the template and
the search regions. However, these CNN-based feature extractions usually solely focus on
local areas, lacking a global understanding of the surroundings of the target object. This
may lead to failure in tracking complex scenarios, such as target occlusion, deformation, or
scaling [5].

Therefore, recent mainstream tracking methods [7–11] have introduced transform-
ers [12] for target tracking. Among them, TransT [7] adopts a framework similar to the
Siamese-based tracker but uses a transformer for feature fusion, thereby achieving suffi-
cient interaction of the target information. A reconstruction patch strategy is proposed
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in [8], which combines the extracted features with multiple spatial dimension elements to
form a new patch, replacing the feature fusion layer in TransT. MixFormer [9] proposed
the mixture attention module (MAM), which allows for the simultaneous extraction of
target-specific features and extensive communication between the target and the search
region. OSTrack [10] connects flat templates with search regions and feeds them back into
a series of self-attention layers for joint feature learning and relationship modeling. A
deformable transformer tracking (D-TransT) is proposed in [11], which uses a deformable
attention module that pre-filters all the prominent key elements in the feature map using a
small set of sampling positions. The module can naturally expand to aggregate multi-scale
features.

The attention mechanism introduces a self-attention process, which facilitates the
model to dynamically explore the correlation between various positions in the image
sequences and focus more on the key regions for the tracking task. There are two kinds
of attention: self-attention enforces the feature representation of the template and search
region, and cross-attention establishes dependencies between the template and search
region for object prediction.

However, the conventional transformer computes the correlation between each query–
key pair independently via the dot product while ignoring the correlation between other
query–key pairs. This may lead to inaccurate correlation calculations. This imprecise corre-
lation may further lead the attention mechanism to excessively focus on the background or
ignore the important target. For example, if the attention mechanism mistakenly associates
a key of an interfering object or background region when paying attention to the target
position, the tracker may produce incorrect results.

To deal with these aforementioned challenges, we propose a consistent weighted
correlation (CWC) module to promote the feature representation ability of the template
and search region. Due to the consistency between the query and its correspondence
key, the correlations between relevant query–key pairs should coincide with each other.
For example, a key has a high correlation with a query, and its adjacent keys will also
have a relatively high correlation with the query. Otherwise, this correlation may be
negative information. We incorporate the CWC module into the cross-attention block
of the transformer to adjust the attention weights according to the consistent weighted
correlations. Take the attention map obtained by multiplying the query and the key as
input, and the new generated (q, k, v) is performed the attention again. The CWC module
consistently adjusts the attention weights to strengthen the correct correlation between
the relevant query—key pair and restrain the incorrect correlation between the irrelevant
query–key pair. More specifically, the weights of the relevant query–key pairs are enhanced
to strengthen the correct consistency, and the weights of the irrelevant query–key pairs
are suppressed to alleviate the incorrect consistency. The CWC module computes the
correlations of each query and all keys, and then the correlation scores are normalized.
Finally, the attention weights are obtained by multiplying the normalized correlations and
the consistent weights of the other query–key pairs.

By introducing the CWC module, we can consider the global context and consistency
information in the attention mechanism to enhance correct correlations and suppress
erroneous correlations. This can moderate the modeling capability for the correlation of the
potential target and the surrounding disturbances, which facilitates the improvement in the
behavior of the tracker. The experimental results indicate that the proposed CWCTrack can
notably improve the tracking capability for both short- and long-term tracking benchmark
tests, such as GOT-10K [13] and LaSOT [14].

2. The Framework of the Proposed Model

The framework of the proposed CWCTrack is shown in Figure 1.
As shown in Figure 1, the proposed CWCTrack is a Siamese network-based framework.

The CWCTrack mainly contains three components: the feature extraction backbone network,
the network for feature fusion (including the attention encoder–decoder), and the prediction
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head. In the tracking process, making use of the shared weights, the features of image
patches from the template and search region are extracted by the feature extraction network,
considering the shared weights. The extracted features are merged into a feature sequence.
Then, the concatenated feature sequences are sent to the encoder of the attention mechanism
and enhanced layer-by-layer. The decoder network creates the final feature maps of the
search regions. Finally, the feature maps are fed into the prediction head network to obtain
the categorization response and the estimated bounding box.

Figure 1. The framework of the proposed CWCTrack.

3. Methods
3.1. Backbone

Feature extraction plays a crucial role in the proposed CWCTrack framework. Similar
to most of the transformer trackers [15,16], the starting frame with ground truth annotation
is cropped as the template image patch (x ∈ R3×Hx×Wx , where Hx = Wx = 128), which,
together with the search region image patch (z ∈ R3×Hz×Wz , where Hz = Wz = 320), are
put into the network. For the extraction of template image patches, a specific area in the
initial frame is selected according to the center coordinate of the potential target. The scope
of this area is twice as long as the length of the local scene around the target. This template
patch not only includes the appearance information of the target but also contains the local
features of the target surroundings. On the other hand, the size of the search region patch
is enlarged to a range of four times as long as the edge length of the central location of
the target in the former frame, with the purpose of covering the potential movement of
the target. To facilitate the following process, the template and search region patches are
reconstructed into squares, from which the features are extracted by the feature extraction
backbone network. Using this manipulation, we can obtain a regular feature representation
suitable for the subsequent procedures, which is favorable for improving the accuracy of
target tracking.

To facilitate our tracking task, an improved version of ResNet50 [17] is adopted. To
maintain high feature resolution and capture more target detail information, the final step
of ResNet50 is abandoned, and the outcome of the fourth step is employed as the ultimate
feature map. Then, the 3× 3 convolution of the fourth step is replaced by an expanded
convolution with a step size of 2 for the purpose of enlarging the receptive field of the
network. In this way, the perceptual range of features is expanded, enabling the network to
better understand the feature representation of the search region and template. In order
to further facilitate the resolution of features, we rectify the downsampling convolution
step size from 2 to 1 in the fourth stage, thereby obtaining a more detailed feature map.
Finally, the feature maps of the template and search region patches are obtained in the
following form: fx ∈ RC×H

x′
×W

x′ and fz ∈ RC×H
z′
×W

z′ , respectively, where (Hx′ , Wx′ ) =
(Hx/s, Wx/s), (Hz′ , Wz′ ) = (Hz/s, Wz/s), Hx′ = Wx′ = 8, Hz′ = Wz′ = 20, C = 1024, and
S = 16.
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3.2. Encoder

Firstly, a 1× 1 convolution is employed to obtain two low-dimensional feature maps
of fx and fz, where the channel dimension is reduced from C (1024) to d (256). Then,
we generate a feature sequence with length L = Hx′Wx′ + Hz′Wz′ and dimension d by
flattening the feature maps and connecting them along the spatial dimension, which is sent
to the encoder of the transformer as the input. The transformer encoder includes N coding
layers, and each layer involves a feedforward self-attention network with a multi-head
block. With respect to the arrangement invariability of the prototype transformer [12],
a sinusoidal positional embedding is combined into the input feature sequence. Finally,
the encoder seizes the feature relationships among all the sequence components and uses
global contextual information to enhance the original features, permitting the model to
easily obtain distinguishing features of the target positioning.

3.3. Consistent Weighted Correlation (CWC) Module

In the transformer, the attention mechanism mainly consists of three components:
query, key, and value. By performing a linear transform on the input sequence, a rep-
resentation of the query, key, and value for each position is obtained. Query is used to
specify the position we want to focus on, while key and value provide information about
all positions in the sequence. Attention weight computing usually involves two steps:
similarity computing between query and key, and normalization of the similarity. Common
calculation methods include additive attention and dot product attention. In dot product
attention, the inner product of query and key represents their similarity; in additive atten-
tion, the similarity is calculated via linear transform and the activation function processing
of query and key. By calculating the attention weights, we can determine the importance
of each position for the query. Then, we multiply and sum the attention weight with the
corresponding position value to obtain the final context vector. This context vector contains
weighted attention to different positions in the input sequence, which will be used for
subsequent manipulations.

Using Q, K, V ∈ RL×d to denote the matrix expression of query, key, and value,
respectively, the attention module can be defined as follows:

Attention(Q, K, V) = (So f tmax(
Q̄K̄T
√

C
)V̄)Wo, (1)

where Q̄ = QWq, K̄ = KWk, and V̄ = VWv represents different linear transform for Q, K,
and V; and Wq, Wk, Wv, and Wo indicates the weight matrix of the linear transform.

As described in [12], by expanding the attention module to a multi-head way, the
model is introduced into a multi-head attention module, which can capture the correlations
and features from different aspects in a parallel way. This is beneficial for improving the
modeling capability for the information in the input sequences. The multi-head attention
mechanism provides a flexible way that permits the model to concentrate on different
key value at the same time, which further enhances the expressive power and overall
performance of the model. The multi-head attention module can be defined as

MultiHead(Q, K, V) = Concat(H1, ..., Hnh)Wo, (2)

Hi = Attention(Q̄W̄Q
i , K̄W̄K

i , V̄W̄V
i )Wo, (3)

where Wo ∈ Rnhdv×dm , W̄Q
i ∈ Rdm×dk , W̄K

i ∈ Rdm×dk , and W̄V
i ∈ Rdm×dk is the parameter

matrix, respectively.
For the typical attention mechanism, the relationship between query and key is in-

dependently computed in the feature association mapping N = Q̄K̄T
√

C
∈ RL×L, neglecting

the connections with other potential query–key pairs. This will deteriorate the informa-
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tion propagation in cross-attention and diminish the identification performance of the
transformer tracker.

To better understand the importance of different pieces of the input information, a
consistent weighted correlation (CWC) module is proposed to compute the correlation
between the query–key pair, which sustains the flexibility of attention weights. By introduc-
ing the CWC module, the correct correlations between the relevant pairs are strengthened
and the incorrect correlations between the irrelevant pairs are suppressed. Both the feature
aggregation and the information propagation are improved when the erroneous correla-
tions are eliminated. This improvement is beneficial to the precision of the attention, thus
greatly promote the tracking ability of the CWCTrack, especially for the complex scenarios.

Specifically, we refine the feature association mapping N = Q̄K̄T
√

C
∈ RL×L in the

cross-attention prior to the softmax step, as Figure 2 illustrates. We treat the columns in
N as a correlation vector sequence, and the internal attention block outputs a residual
correlation map using these columns as query Q

′
, key K

′
, and value V

′
. Considering the

input matrix Q
′
, K
′
, and V

′
, we first obtain the transformed version of query and key, i.e.,

Q̄
′

and K̄
′
, as shown in the left part of Figure 2. More specifically, the scale of Q

′
and K

′

is reduced to L× d (d � L), for the purpose of increasing the computational efficiency.
After normalization [18], a 2-D sinusoidal encoding [19] is added to supply position clues.
Furthermore, the normalized version of value V

′
is produced by a normalization operation,

i.e., V̄
′
= LayerNorm(V

′
). Finally, a residual correlation map of the normalized version Q̄

′
,

K̄
′
, and V̄

′
is derived by the internal attention module via the following equation:

InnerAttn(N) = (So f tmax(
Q̄
′
K̄
′T

√
D

)V̄
′
)(1 + W

′
o), (4)

where W
′
o is the weights of linear transform used to adjust the aggregated correlations

under an identical connection.

Figure 2. The details of CWC module (left) and the example of cross-attention module (right). The
CWC module performs similarity calculation (correlation map) by inserting it into the query and
the key. Add & Norm represents residual structure and normalization. FFN represents feedforward
network. Softmax is an activation function. Residual Correlation Map represents the reconstructed
similarity.

Intrinsically, the CWC module produces the residual correlation vector for each corre-
lation vector of the correlation map N by aggregating the original correlation vectors. Using
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this operation, we can explore the consensus between the correlations in the receptive field.
The proposed CWC attention block can be formulated by the residual correlation map as

CorrAttn(Q, K, V) = (So f tmax(N + InnerAttn(N))V̄)Wo. (5)

The CWC module enables multiple attention heads in parallel to share the same
weighting parameters, which can decrease the count of parameters in the model and
improve its efficiency. This way, the complexity of the tracking model is greatly reduced,
while still maintaining good performance.

3.4. Prediction Head

In the conventional TransT, the prediction head is designed by the ordinary MLP
(Multi-Layer Perceptron) and a ReLU (Rectified Linear Unit) activation function [7]. How-
ever, this kind of design is neither flexible nor robust to many challenges in tracking tasks,
such as occlusion, background clutter, etc. To improve the positioning accuracy of the
tracking box, we employ the probability distribution prediction head of box estimation
in the STARK [16]. Firstly, the feature maps of the search region are picked up from the
output sequences of the Decoder. Then, the similarity of feature between the search region
and the embeddings of the Encoder output is computed. Secondly, to obtain enhanced
features, the search region features are multiplied by the similarity scores element-wisely,
which can strengthen the important areas and suppress the non-discriminative areas. The
enhanced feature sequences are reorganized to a feature map f ∈ Rd×H

z′
×W

z′ , which is
sent to a simple FCN (Fully Convolutional Network). FCN comprises L piled layers of
Conv-BN-ReLU, from which the probability maps of the upper left and lower right corners
of the object bounding box Ptl(x, y) and Pbr(x, y) are produced separately. In the end, the
coordinates of the potential bounding box (x̄tl , ȳtl) and (x̄br, ȳbr) are obtained by computing
the expectations of the corner probability distribution via the following equation:

(x̄tl , ȳtl) = (
H

∑
y=0

W

∑
x=0

x · Ptl(x, y),
H

∑
y=0

W

∑
x=0

y · Ptl(x, y)),

(x̄br, ȳbr) = (
H

∑
y=0

W

∑
x=0

x · Pbr(x, y),
H

∑
y=0

W

∑
x=0

y · Pbr(x, y)).

(6)

3.5. Loss Function for Training

The prediction head takes over the feature sequences and yields a classification result
of binary regression (both the input and output are with size of Hz′Wz′ ). The feature
sequences that correspond to the pixels located in the realistic bounding box are chosen to
be positive subsets, and the rest are categorized as negative subsets. All elements of the
feature participate in the computation for the classification loss, whereas only the positive
subsets participate in the computation for regression loss. To alleviate the instability
between the positive and negative subsets, we downgrade the loss caused by the negative
subsets to 1/16. Finally, the classification loss adopting canonical binary cross entropy is
formulated as follows:

Lcls = −Σj[yjlog(pj) + (1− yj)log(1− pj)], (7)

where yj is the authentic label of the j-th component (yj = 1 indicates the foreground),
and pj is the probability when the learned model concludes that the prediction belongs
to the foreground. The regression loss comprises the linear weighted loss of L1-norm and
LGIoU [20], which is formulated by

Lreg = Σj[λ1L1(bj, b̂) + λgLGIoU(bj, b̂)], (8)
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where L1 and LGIoU represent the L1 loss and the generalized IoU loss, respectively. λ1L1
and λgLGIoU are the hyperparameters determining the relative impact of the two kinds of
loss functions. bj is the j-th predictive bounding box and b̂ is the normalization of the true
bounding box. In our implementation, the regularization parameters λg and λ1 are set as 2
and 5, respectively.

4. Experimental Results

In this section, we first describe the conduction details of the proposed CWCTrack
conducted on several prevalent tracking benchmarks. Then, the tracking results of the
CWCTrack are depicted and compared with some of the most advanced trackers. Further-
more, we carry out ablation tests to validate the contribution of each component. In the end,
we visualize the tracking results of four typical sequences from the OTB100 dataset [21].

4.1. Implementation Details

The proposed CWCTrack is conducted using Python 3.7 and PyTorch 1.13.0, and the
tracking experiments are implemented on a NVIDIA GeForce RTX 4090 server. The training
data includes GOT-10K [13], LaSOT [14], COCO2017 [22], and TrackingNet [23]. The patch
size of the template and search region is set to 128× 128 and 320× 320, respectively, and
the selected box areas of the template and search region are 2 and 4 times enlarged from
the center of the target, respectively. In addition, data augmentations are also employed,
including horizontal flipping and brightness jitter. CWCTrack uses ResNet50 [17] as the
backbone and initializes the backbone with pre trained parameters on ImageNet. The
BatchNorm [24] layer was frozen during training with six encoder and six decoder layers,
consisting of multi-head attention layers (MHA) and feedforward networks (FFN). MHA
has eight heads (with width = 256), while the FFN have hidden units of 2048. The dropout
ratio value is 0.1. The bounding box prediction head is a lightweight FCN, consisting of
five stacked Conv-BN-ReLU layers. The classification head is a three-layer perceptron with
256 hidden units in each layer. The CWCtrack completely trained 500 epochs, and after
400 epochs, the learning rate is downshifted by a factor of 10. The initial learning rates of
the backbone and the rest parts are 10−5 and 10−4, respectively. The network is optimized
using the AdamW optimizer [25] with a weight decay of 10−4.

4.2. Results and Comparisons

We validate the proposed CWCTrack with four commonly used datasets, including
the online object tracking benchmark dataset OTB100 [21] and three large-scale bench-mark
test datasets GOT-10K [13], LaSOT [14], and UAV123 [26].

GOT-10K includes over 10,000 video sequences for moving objects in reality, with
more than 1.5 million handmade bounding boxes, which provides enough scenarios for
large-scale target tracking benchmarks. It covers various challenges such as fast-moving
objects, large-scale changes, cluttered backgrounds, occlusions, etc. It requires the tracker
to only use the training set for model learning. Following this, we retrain the proposed
CWCTrack model only using the training set of GOT-10K. The tracking results are sum-
marized in Table 1. As we can see, the proposed approach gains an advantage over the
former best tracker STARK-S50 [16] by 1.6% for the AO score. Furthermore, the proposed
approach outperforms STARK-S50 by 0.4% for the SR0.75 score. For the SR0.5 score, the
proposed approach has also achieved very close performance compared with the best
tracker TransT [7].

Table 1. Comparisons of the tracking results on GOT-10K.

SiamFC [5] ATOM [27] Ocean [28] STARK-S50 [16] TransT [7] Ours

AO (%) 34.8 55.6 61.1 67.2 67.1 68.8
SR0.5 (%) 35.3 63.4 72.1 76.1 76.8 76.4
SR0.75 (%) 9.8 40.2 4.3 61.2 60.9 61.6
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LaSOT provides a long-term single object tracking benchmark, which comprises 1550
carefully annotated video sequences with over 3.87 million frames. The tracking results
are depicted in Figure 3. Our method is compared with different variants of STARK [16],
TransT [7], DiMP [29], DaSiamRPN [30], ATOM [27], SiamMask [31], SiamDW [32], and
SINT [33]. As can be seen, our approach outperforms the other competitive trackers.
More precisely, the CWCTrack achieves the highest AUC (area-under-the-curve) score (i.e.,
success rate) of 69.1%, which is 2% higher than the former best tracker STARK-ST101, as
shown in Figure 3a. For precision plotting, the proposed CWCTrack also achieves the
highest score of 74.6%, 2.4% higher than STARK-ST101, as shown in Figure 3b. It should
be noted that the results of the STARK-ST101 are reproduced by our own manipulation,
which will inevitably deviate from the original performance reported by the author.

(a) (b)

Figure 3. Comparisons of the tracking results on LaSOT dataset. (a) Success rate; (b) precision.

Figure 4 describes a comprehensive exhibition of the tracking results with various
scenarios. The proposed CWCTrack attains excellent performances for all scenarios, espe-
cially for background clutter, fast motion, full occlusion, illumination variation, and low
resolution. Table 2 shows the quantitative AUC results from Figure 4 and the precision
results. As can be seen, for both the AUC score and precision, our proposed method
achieves the best performance.

For intuitive comparison, the radar chart in Figure 5 provides an attribute-based
assessment of the tracking results. Our approach succeeds in most of the attribute partitions,
which implies the feasibility and validity of the proposed model.

OTB100 contains a total of 100 sequences with each frame annotated. It introduces
11 challenge attributes for performance analysis. Figure 6 shows the comparisons of the
proposed approach with three state-of-the-art trackers; as one can observe, the proposed
approach attains almost equivalent or even superior performance compared to the reference
models. For the success rate, the CWCtrack is 0.3% and 6.2% higher than the transformer-
based trackers Transt [7] and TCTrack [34], respectively. (The TCTrack is suitable for drone
tracking and may not perform well on small datasets such as OTB100).

UAV123 contains 123 video sequences from the aerial viewpoint. Evaluated by the
success rate and accuracy, respectively, the tracking results of various trackers are shown in
Table 3. As can be observed, the proposed approach attains better performance in contrast
to the competitors both in AUC score (success rate) and in precision.
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Figure 4. The AUC results of the LaSOT dataset under different challenge scenarios. The figures are
best viewed by zooming in. The raw data and high-resolution figures are available upon request.
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Figure 5. Radar chart for attribute-based assessment of the trackers on LaSOT for AUC score.

Table 2. Comparisons of the LaSOT dataset.

AUC (%) Precision (%)

Ours 69.1 74.6
STARK-101 67.1 72.2
STARK-ST50 66.4 71.2
STARK-S50 65.8 69.7
TransT 64.9 69.0
DiMP 56.0 56.3
DaSiamRPN 51.5 52.9
ATOM 49.9 49.7
SiamMask 49.5 46.9
SiamDW 46.7 32.9
SiamFC 34.7 33.9
SINT 31.4 29.5

(a) (b)

Figure 6. Comparisons of the tracking results on OTB100 dataset. (a) Success rate; (b) precision.
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Table 3. Comparisons of the tracking results on UAV123.

SiamFC [5] ATOM [27] Ocean [28] TransT [7] Ours

AUC (%) 49.2 61.7 62.1 68.1 68.2
Precision (%) 72.7 82.7 82.3 87.6 88.3

4.3. Ablation Analysis

To examine the significance of each constituent part in the proposed CWCTrack,
ablation tests are executed on the testing set of LaSOT. The ablation experimental results are
illustrated in Table 4. For simplicity, the encoder, decoder, consistent weighted correlation
module, and position coding is abbreviated by Enc, Dec, CWC, and Pos, respectively. The
blank indicates the component is adopted by default; on the other hand, ⊗ indicates that
the component has been deleted. #1 indicates that when the encoder is erased from the
tracker, the success rate is reduced by 5.9%. This indicates that the intensive interaction
between template features and search regions plays a crucial role for the tracking task.
When the decoder is erased, the success rate decreases by 3.7%, as shown by #2. This
decrease is much less than that of erasing the encoder, indicating that the encoder is of more
important significance than the decoder. When we delete the CWC module, the success rate
decreases by 2.7%, indicating that the CWC module facilitates the attention of the decoder
to some extent, as shown by #3. Finally, as shown by #4, the success rate only decreases by
0.4% when the position coding is removed, so we can conclude that the position coding is
not as important as the other components in the proposed tracker.

Table 4. Ablation tests on LaSOT.

# Enc Dec CWC Pos Success (%)

1 ⊗ 63.2
2 ⊗ 65.4
3 ⊗ 66.4
4 ⊗ 68.7
5 69.1

4.4. Visualization of the Tracking Results

To evaluate the validity of the proposed CWCTrack, we depict some tracking results
conducted on OTB100 dataset in Figure 7, together with three other representative trackers.
As can be seen, the tracking results of CWCTeack conducted on four typical video sequences
surpass that of the other trackers.

Figure 7. Visualization of the tracking results on four sequences from the OTB100 dataset.
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5. Discussions

In the context of our proposed CWCTrack framework for transformer-based visual
tracking, our experimental results on four widely recognized benchmarks have provided
valuable insights and demonstrated promising outcomes. Our results indicate that in-
corporating the CWC module into the cross-attention block significantly improves the
performance of transformer-based visual tracking. The CWC module addresses the issue
of neglecting correlations between queries and keys, resulting in more accurate attention
mechanisms. This finding aligns with the importance of attention mechanisms in visual
tracking, as demonstrated by previous studies. Our approach provides a novel solution
to enhance feature representation in both the search and template regions, contributing to
better tracking accuracy.

The implications of our work can be extended beyond the specific task of visual
tracking. Attention mechanisms are fundamental in various fields, including natural
language processing and computer vision. Our proposed CWCTrack framework highlights
the potential of attention mechanisms to be further fine-tuned and adapted to specific
application domains, enhancing their robustness and accuracy. This suggests that our
research can inspire advancements not only in visual tracking but also in other domains
where attention mechanisms are applied.

It is essential to notice the limitations of our study; while CWCTrack demonstrates
promising results, it is not without constraints. One limitation is that our approach may
require additional computational resources due to the additional complexity of the CWC
module. Furthermore, the generalization of our framework across various tracking scenar-
ios and datasets needs further investigation. Moreover, we recognize that the performance
improvement may not be substantial in all cases.

Future work includes how to optimize and speed up the CWC module to improve
the real-time performance of the model. First, it is crucial to optimize the computational
efficiency of the CWC module without compromising the tracking accuracy, which makes it
more practical for real-time applications. Second, exploring the adaptability of CWCTrack
to different tracking scenarios and datasets can help uncover its full potential abilities.
Furthermore, there is room for exploring hybrid models that combine attention mechanisms
with other techniques to further enhance tracking performance. Finally, investigating the
transferability of the CWC module to other computer vision tasks beyond tracking is an
intriguing direction.

6. Conclusions

This paper introduces a consistent weighted correlation (CWC) module to refine the
attention mechanism, which is crucial in transformer-based visual tracking. By inserting the
CWC module into the cross-attention block of the transformer, we eliminated the issue of
the independent computing of the correlations in existing methods. The consistent principle
is adopted to enhance the correct correlations and suppress the erroneous correlations. By
considering the global context and consistent information, the CWC module can capture
the correlations between the object and surroundings more accurately and improve the
distinguishing capability of the model for the relationship between the target and the
disturbance. Conducted on four popular tracking benchmarks, the tracking results reveal
that the proposed CWCTrack attains promising performance compared to the state-of-the-
art tracking models.
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