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Abstract: In the present study, we developed a person re-identification network called the Multiple
Granularity Attention Cosine Network (MGAC). MGAC utilizes the Multiple Granularity Network
(MGN), which combines global and local features and constructs an attention mechanism to add
to MGN to form a Multiple Granularity Attention Network (MGA). With the attention mechanism,
which focuses on important features, MGA assesses the importance of learned features, resulting in
higher scores for important features and lower scores for distracting features. Thus, identification ac-
curacy is increased by enhancing important features and ignoring distracting features. We performed
experiments involving several classical distance metrics and selected cosine distance as the distance
metric for MGA to form the MGAC re-identification network. In experiments on the Market-1501
mainstream dataset, MGAC exhibited high identification accuracies of 96.2% and 94.9% for top-1
and mAP, respectively. The results indicate that MGAC is an effective person re-identification net-
work and that the attention mechanisms and cosine distance can significantly increase the person
re-identification accuracy.

Keywords: person re-identification; attention mechanism; distance metric; global features;
local features

1. Introduction

Person re-identification is a technology that enables users to retrieve images of the
same person’s identity among gallery by giving a query image of the person [1]. It generally
involves feature extraction of the input image, distance metrics of the extracted features,
and similarity ranking based on the distance value. A shorter distance between the query
image and the gallery images corresponds to a higher degree of similarity and a higher
likelihood of it being the person of the same identity [2]. Therefore, feature extraction and
distance metrics of images are two important aspects of person re-identification [3–8]. In [9],
the importance of good features for identification was reported.

Variations in illumination, occlusion, pose, camera settings, viewpoint, and back-
ground clutter in the images for person re-identification pose difficulties and challenges to
the implementation of person re-identification [10–30]. In practical applications, the images
used for person re-identification are captured by the detection box detected by the detector,
not the ground truth box images. This may lead to the potential for inaccurate image detec-
tion, poor detection quality, and background clutter, making the implementation of person
re-identification more difficult and challenging [31,32]. Re-identification networks, which
are usually based on global feature learning, can learn significant appearance features but
tend to ignore detailed information. In contrast, re-identification networks that are based
on learning local features usually focus on learning detailed feature information but tend
to ignore information on global appearance. We selected the multiple granularity network
(MGN) [33] as the method for person re-identification, combining global and local feature
information to achieve high identification accuracy. A high identification accuracy can be
achieved by the MGN; however, it has been discovered through the analysis of images
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and the MGN that the MGN can also be improved with distance metric and attention
mechanism of evaluation features. An analysis of images from the Market-1501 [31] dataset
revealed that because the dataset uses images cropped by detection boxes, the quality of
the person framed in the images varies, as do his/her posture, clothing, and the items that
he/she carries. The importance of each part of the features for identification also varies. For
the MGN that extracts fixed partitioning features, the importance of information extracted
at different granularities sometimes varies. With regard to distance metrics, the MGN
uses the classical Euclidean distance. Other classical distance metrics [34–41] include the
squared Euclidean distance, the Mahalanobis distance, the correlation distance, and the
cosine distance, all of which have advantages and disadvantages.

In this study, the MGN [33] was used to extract features using ResNet-50 [42] as
the backbone network, and the extracted features were continued with three branches
of different granularity. The upper branch extracted fixed global features, the middle
branch extracted fixed horizontal bisected features, and the lower branch extracted fixed
horizontal trisected features. These different types of semantic granularity information
were then combined to build the feature information for person re-identification. The
MGN combined global features with local features, which increased identification accuracy.
Based on the MGN, we also developed an attention mechanism to learn the importance
of different granularity information to global information. Prior to this granularity of
information being used for identification, these features were evaluated with the scores
learned by the attention mechanism so that the important information would have a high
score. All the granularity features were then concatenated for person re-identification
to increase the identification accuracy. This type of identification, with the addition of
attention mechanisms, is called MGA. Based on MGA, we found a distance metric with
the best experimental outcome, i.e., the cosine distance, and we named this identification
network using the cosine distance as MGAC.

The contributions of this study are as follows:
The MGN, which combined both global and local features, was selected as the person

re-identification network, which yielded a high accuracy in image identification.
An attention mechanism network called MGA was developed to evaluate the impor-

tance of different granularity information in the MGN and to increase the accuracy of the
re-identification network.

Through experimental analysis of several commonly used classical distance met-
rics, it was found that the cosine distance was the most helpful for increasing the accu-
racy of person re-identification in MGA, and we named the corresponding identification
network MGAC.

The rest of this paper is organized as follows: In Section 2, we review the relevant
literature in three main areas: feature extraction, attention mechanisms, and distance
metrics. In Section 3, we introduce the proposed method from the perspectives of the MGN
structure, the MGA attention mechanism, and the distance metric formula. In Section 4,
we present the experimental results of the proposed method in comparison with those of
state-of-the-art experiments; we also discuss the results of the attention mechanisms and
the distance metrics. In Section 5, we summarize the study.

2. Related Work

Feature extraction and metric learning are two important aspects of person re-identification.
Attention mechanisms bring more focus on the learned features than on the important
content or parts of the features. They make the learned features more identifiable and
can increase identification accuracy. We reviewed the relevant literature in three aspects:
feature extraction, attention mechanisms, and distance metrics.

2.1. Feature Extraction

In person re-identification, feature extraction refers to the process of learning and
extracting useful information as features so that the image can be better identified. Some
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person re-identification methods are based on global feature extraction. In [43], a deep
convolutional network with an initial layer learning the discriminative features of positive
and negative pairs and a deeper layer learning the relationships between feature maps
was constructed. Thus, the features learned by the network maximized the identification
capability and output a similarity score to determine whether the two input images were
person of the same identity. In [10], a filter-pairing neural network was proposed that jointly
processes illumination, geometric transformations, and occlusion. In [1], the similarity
between two images was evaluated using a convolutional layer, a matching layer, and
a higher layer. These methods extracted more global features but ignored some of the
locally identifiable feature information. Currently, there are many methods based on local
feature extraction. In [44], researchers fixed the image and evenly divided it into multiple
parts. They extracted features using a convolutional network. The features extracted
came from each part of the image corresponding to each other. And the outliers were
assigned to the most similar parts. These methods focus on local features and do not
incorporate global features. In [45], auxiliary guidance was used to locate each important
part of the person in the image, and these important parts were learned to increase the
identification accuracy. We selected the MGN [33], which combines local and global features
for image discrimination, and achieved satisfying discriminative results. However, features
learned by the MGN are fixed features. In the case of pose changes of the person in
the image, pictures with poor quality detection, and occlusion of the person, some fixed
features learned are interference features. These situations can be improved by adding
attention mechanisms.

2.2. Attention Mechanisms

The attention mechanism allows important features to be focused on, scoring the
features that are learned. Attention mechanisms are divided into hard and soft attention
mechanisms. A hard attention mechanism assigns a score of 0 for unimportant features
and 1 for important features. A soft attention mechanism assigns scores ranging from
0 to 1, with low scores for unimportant features and high scores for important features.
Attention mechanisms allow important features to be enhanced and distracting features
to be ignored, increasing identification accuracy. Regarding person image classification,
in [46], global averaging pooling was used to generate class activation mappings to find
relationships between feature maps and categories for increasing the image classification
accuracy. Attention mechanisms can also be applied to various aspects of artificial intel-
ligence. Regarding person re-identification, in [47], joint learning of soft pixel attention
and hard regional attention was used to optimize features and complement information
from different feature layers for increasing identification accuracy. In [48], the model was
enhanced via class activation mapping so that the person re-identification network learned
richer information about image features, increasing the identification accuracy. In [49],
the occlusion issue in person re-identification was alleviated by enhancing visible feature
regions and suppressing occluded feature regions through an attention mechanism. In [50],
many attention mechanisms, such as spatial attention and channel attention, are first-order
attention mechanisms, and there is a scarcity of research on high-order attention mecha-
nisms. However, in this study, they created a hybrid high-order attention mechanism and
applied it to person re-identification to learn richer image features. In [51], the different
attention content learned by different scale features was obtained through an attention
pyramid mechanism. Our attention mechanism obtains the importance estimate scores of
all the features used for identification by concatenating and learning the global features
of the three branches of the MGN. Before each feature is concatenated for identification,
they are multiplied by the corresponding scores to obtain the final identification features
for person re-identification, increasing the identification accuracy.
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2.3. Distance Metrics

Distance metrics are used to calculate the distance or similarity between data points.
Distance metrics can be applied in various research fields. In person re-identification, a
distance metric is used to calculate the distance or similarity of different image features
after the features have been extracted from the images. The classical distance metrics
commonly used are the cosine distance, the Euclidean distance, the correlation distance,
the Mahalanobis distance, the squared Euclidean distance, etc. In [52], a fine-tuned ResNet-
50-based method was developed for person re-identification, wherein the cosine distance
is used for the feature distance metric. In [53], the method was combined with feature
extraction and distance metrics. The Euclidean distance achieved better experiment results.
In [54], the researchers dealt with the complex conditions present in the camera using
Mahalanobis distance. In [55], the most useful solution for the site selection of railroad
construction was found using a curvilinear model of squared Euclidean distance. In [56],
optical character recognition was performed using correlation distance in the template
matching method. We experimented with various distances commonly used for feature
metrics based on the MGN with the addition of an attention mechanism and identified the
optimal distance metric for increasing the accuracy of person re-identification.

3. Methods

This section introduces the MGN framework, the attention mechanism of MGA, and
the classical distance metric formula. Table 1 presents the symbols used in the section.

Table 1. Symbols used in the aforementioned methods.

Symbol Definition

Pi, i = 1, 2, 3 Branches of the MGN

pj, j = 1, 2, or j = 1, 2, 3
Number of stripes of the branches

When the number of branches is i = 2, the number of stripes isj = 1, 2;
when the number of branches is i = 3, the number of stripes is j = 1, 2, 3.

zPi
g , i = 1, 2, 3 Features obtained via global max pooling for each of the three MGN branch features

zPi
pj , i = 2, 3

when i = 2, j = 1, 2;
when i = 3, j = 1, 2, 3

Features obtained via local max pooling in branches P2 and P3 of the MGN

f Pi
g , i = 1, 2, 3 Global features zPi

g continue to be extracted to obtain three 256-dimensional
global features

f Pi
pj , i = 2, 3

when i = 2, j = 1, 2;
when i = 3, j = 1, 2, 3

Local features zPi
pj continue to be extracted to obtain five 256-dimensional local features

conv1×1 1 × 1 convolution

BN batch normalization

ReLU ReLU activation function

Sigmoid Sigmoid activation function

zPi
gi , i = 1, 2, 3 Feature obtained after zPi

g continued feature extraction

zg Three global features zPi
gi are concatenated into one 768-dimensional global feature

wg 128− dimensional feature obtained afterzg continued feature extraction

ww 8− dimensional feature obtained afterwg continued feature extraction

wPi
g , i = 1, 2, 3 In the ww dimension, the attention values of global features

wPi
pj , i = 2, 3

when i = 2, j = 1, 2;
when i = 3, j = 1, 2, 3

In the ww dimension, the attention values of the local feature
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Table 1. Cont.

Symbol Definition

lPi
g , i = 1, 2, 3 Global attention features

lPi
pj , i = 2, 3

when i = 2, j = 1, 2;
when i = 3, j = 1, 2, 3

Local attention features

a(xl1, xl2, . . . , xln) n-dimensional feature vector for distance metrics

b(xk1, xk2, . . . , xkn) n-dimensional feature vector for distance metrics

d(a, b) Distance between vectors a and b

Σ Covariance matrix of vectors a and b

ρab Correlation coefficient of vectors a and b

D(a) Variance of vector a

D(b) Variance of vector b

Cov(a, b) Covariance of vectors a and b

s(a, b) Cosine similarity of vectors a and b

θ Angle between vectors a and b

a•b Dot product of vectors a and b

‖a‖ Length of vector a

‖b‖ Length of vector b

MGAE Euclidean distance used in MGA

MGAM Mahalanobis distance used in MGA

MGACO Correlation distance used in MGA

MGAC Cosine distance used in MGA

MGAS Squared Euclidean distance used in MGA

3.1. MGN Architecture

Multiple Granularity Network (MGN) is a person re-identification network archi-
tecture that combines global and multi-part image information. Global features of the
image are used to obtain coarse-grained information, and local features are used to obtain
medium-grained and fine-grained information. The MGN first extracts the image features
from the input image through the ResNet-50 backbone network and forms three branches
behind the ResNet-50, which are then used to continue the feature extraction on the features
extracted by the ResNet-50 to obtain different granularity information. These branches
share the ResNet-50 backbone, and the parameters are not shared between the branches.
Through the backbone network, the upper, middle, and lower branch features are obtained
as P1, P2, and P3, respectively. The features obtained by global max pooling of the three
branch features are denoted as zPi

g , where Pi represents the branch, i = 1, 2, 3. zPi
g is used to

extract Coarse-grained global semantic features from overall information of image features.
Meanwhile, the features of P2 and P3 are used to perform local max pooling. The P2 of
the middle branch is used to divide the feature map evenly horizontally into two stripes
(upper and lower). This is denoted as zP2

pj , where pj represents the stripes, and j = 1, 2. zP2
pj

is used to extract local medium-grained semantic features from the upper and lower parts
of image features. The P3 of the lower branch is used to divide the feature map evenly
horizontally into three stripes (upper, middle, and lower). This is denoted as zP3

pj , where

pj represents the stripes, and j = 1, 2, 3. zP3
pj is used to extract local fine-grained semantic

features from the upper, middle, and lower parts of image features. The local features
of the P2 and P3 branches are denoted as zPi

pj , i = 2, 3; when i = 2, j = 1, 2, and when
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i = 3, j = 1, 2, 3. The features of global branches zPi
g continue to be extracted separately

to obtain three 256-dimensional global features f Pi
g , with i = 1, 2, 3. Additionally, local

features zPi
pj continue to be extracted for obtaining five 256-dimensional local features f Pi

pj ,
with i = 2, 3; when i = 2, j = 1, 2, and when i = 3, j = 1, 2, 3. During testing phases, the
test features are obtained by concatenating three 256-dimensional global features and five
256-dimensional local features from the three branches. Finally, a distance metric is used
to rank the similarity of the identified features and find the person of the same identity.
The MGN combines global and local identification features, taking into account global
information and different granularity information, so that the query image can better search
images with the person of the same identity in the gallery. This section only covers the
MGN framework and the requirements of the attention mechanism; please refer to the
original paper on the MGN [33] for details.

3.2. Attention Mechanisms

The MGN uses eight 256-dimensional global f Pi
g and local f Pi

pj features by concatenating
as identification features. For the global features, i = 1, 2, 3, and for the local features,
i = 2, 3; when i = 2, j = 1, 2, and when i = 3, j = 1, 2, 3. These global and local features are
of equal importance in identification. However, in an image, the importance of each part
of the features for identification varies according to the differences in the image quality
of the person framed, the postures of the person, their clothing, and the items they carry.
Therefore, the image features are extracted in the MGN through the ResNet-50 backbone
network and the three branches composed behind ResNet-50. Among the eight global and
local features obtained via max pooling, including the global features zPi

g and local features
zPi

pj , for the global features, i = 1, 2, 3, and for the local features,i = 2, 3; when i = 2, j = 1, 2,

and when i = 3, j = 1, 2, 3. We select the global features in each branch zPi
g with i = 1, 2, 3 as

features and continue to extract features using 1 × 1 convolution, with each branch feature
dimension reduced from 2048 to 256 dimensions. We then perform batch normalization on
these features separately. Subsequently, we use the ReLU activation function. These three
features do not share parameters and are denoted as zPi

gi with i = 1, 2, 3:

zPi
gi = ReLU(BN(conv1×1(zPi

g ))) (1)

where conv1×1 denotes features undergoing 1 × 1 convolution, BN denotes features under-
going batch normalization, and ReLU denotes the ReLU activation function. After feature
extraction, the three learned global features are concatenated into one 768-dimensional
global feature denoted as zg, which is expressed as

zg = concatenate(zPi
gi ) (2)

zg continues with a 1 × 1 convolution and is reduced to 128 dimensions and then
uses the ReLU activation function. The resulting features are denoted as wg, which is
expressed as

wg = ReLU(conv1×1(zg)) (3)

1× 1 convolution is further used to learn wg and is reduced to eight dimensions. Then,
the Sigmoid activation function is used to obtain the eight-dimensional feature, which is
denoted as ww, and each dimensional feature represents a learned attention value, which is
denoted as wPi

g or wPi
pj . When the learned value is the attention value of the global feature,

it is denoted as wPi
g , with i = 1, 2, 3; when the learned value is the attention value of the

local feature, it is denoted as wPi
pj , i = 2, 3. When i = 2, j = 1, 2. When i = 3, j = 1, 2, 3. This

can be expressed as

ww = [wP1
g , wP2

g , wP3
g , wP2

p1 , wP2
p2 , wP3

p1 , wP3
p2 , wP3

p3 ] = Sigmoid(conv1×1(wg)) (4)



Electronics 2023, 12, 4298 7 of 21

where Sigmoid denotes the Sigmoid activation function. Each of these eight dimensions
is used as the attention value of the eight features of the MGN before identification con-
catenating, which is the importance value. Their element-wise products with the eight
corresponding global f Pi

g and local f Pi
pj features are denoted as global attention features lPi

g

and local attention features lPi
pj . For the global attention features, i = 1, 2, 3, and for the local

attention features, i = 2, 3. When i = 2, j = 1, 2, and when i = 3, j = 1, 2, 3. These are used
as the final concatenated features for identification and are expressed as follows:

lPi
g = f Pi

g •wPi
g

lPi
pj = f Pi

pj •wPi
pj (5)

The method of adding the attention mechanism to each part of the MGN is called
the Multiple Granularity Attention Network (MGA) and is shown in Figures 1 and 2. The
pseudocode for the attention mechanism of MGA is presented in Algorithm 1.

Algorithm 1: Attention mechanism of MGA

Input: Global features : zPi
g , i = 1, 2, 3

Global features with reduced dimensions: zPi
gi , i = 1, 2, 3

Concatenated features of global features with reduced dimensions: zg
Features with reduced dimensions on zg:wg
Features with reduced dimensions on wg:ww
Attention value of global features in ww:wPi

g , i = 1, 2, 3
Attention value of local features in ww:wPi

pj ; when i = 2, j = 1, 2, and when i = 3, j = 1, 2, 3

Global features before the attention: f Pi
g , i = 1, 2, 3

Local features before the attention: f Pi
pj ; when i = 2, j = 1, 2, and when i = 3, j = 1, 2, 3

Output: Global features for identification after the attention: lPi
g , i = 1, 2, 3

Local features for identification after the attention: lPi
pj ; when i = 2, j = 1, 2, and when i = 3,

j = 1, 2, 3

1: zPi
gi = ReLU(BN(conv1×1(zPi

g )))

2: zg = concatenate(zPi
gi )

3: wg = ReLU(conv1×1(zg))
4: ww = [wP1

g , wP2
g , wP3

g , wP2
p1 , wP2

p2 , wP3
p1 , wP3

p2 , wP3
p3 ] = Sigmoid(conv1×1(wg))

5: lPi
g = f Pi

g •wPi
g

6: lPi
pj = f Pi

pj •w
Pi
pj

The inputs zP1
g , zP2

g , and zP3
g used by the attention mechanism of MGA are all feature

maps of size H ×W × C, where H represents the height of the feature map, W represents
the width of the feature map, and C represents the number of channels in the feature map.
The complexity of the input is O(H ×W × C), but the H ×W × C of all three inputs is
1 × 1 × N_input; thus, the input computational complexity is O(C_input). The output
features of the attention mechanism of MGA ww have a feature size of 1 × 1 × N_attention;
thus, the output computational complexity is O(C_attention).

The output of the attention mechanism of MGA performs the element-wise product for
each feature that needs attention. Each value of the attention mechanism output is of size
1 × 1 × 1, and the size of each feature that needs attention is 1 × 1 × N_output; thus, the
computational complexity is O(N_output). Because N_input > N_output >> N_attention,
the complexity of the attention mechanism algorithm is O(N_input). O(N_input) is of linear
order; thus, the computational complexity of the attention mechanism algorithm is low.
When using one NVIDIA TITAN X GPU for parallel acceleration processing of data, MGA
takes an average of 14 ms to extract features from an image, while MGN takes an average
of 13 ms to extract features from an image. This indicates that the algorithm complexity is
not very high and does not generate a lot of computation.
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3.3. Distance Metrics

(1) Euclidean distance

The Euclidean distance is a commonly used distance metric. It is the distance between
two points in the n-dimensional space. The Euclidean distance between two n-dimensional
vectors a(xl1, xl2, . . . , xln) and b(xk1, xk2, . . . , xkn) defined as

d(a, b) =
√
(a− b)(a− b)T =

√
n

∑
i=1

(xli − xki)
2 (6)

MGA using the Euclidean distance is called the Multiple Granularity Attention Eu-
clidean Network (MGAE).

(2) Mahalanobis distance

The Mahalanobis distance is measured using covariance, taking into account the
relationship of the vectors, and is scale-invariant. There are two n-dimensional vectors
a(xl1, xl2, . . . , xln) and b(xk1, xk2, . . . , xkn); their covariance matrix is Σ, and their Maha-
lanobis distance is defined as

d(a, b) =
√
(a− b)TΣ−1(a− b) (7)

MGA using Mahalanobis distance is called the Multiple Granularity Attention Maha-
lanobis Network (MGAM).

(3) Correlation distance

The correlation distance is measured by the correlation coefficient. The correlation
coefficient is a measure of the degree of correlation between two n-dimensional vectors
a(xl1, xl2, . . . , xln) and b(xk1, xk2, . . . , xkn) and it has values in the range of [−1, 1]. A larger
absolute value of the correlation coefficient corresponds to a stronger correlation between
the two vectors. A correlation coefficient value of 1 indicates that the two vectors have
positive linear dependence. A correlation coefficient value of −1 indicates that the two
vectors have negative linear dependence. The correlation coefficient is defined as

ρab =
Cov(a, b)√
D(a)

√
D(b)

=

n
∑

i=1
(xli − xl)(xki − xk)√

n
∑

i=1
(xli − xl)

2

√
n
∑

i=1
(xki − xk)

2

where Cov(a, b) represents the covariance of the two vectors, and D(a) and D(b) represent
the variances of the vectors. The correlation distance is defined as

d(a, b) = 1− ρab (8)

MGA using the correlation distance is called the Multiple Granularity Attention
Correlation Network (MGACO).

(4) Cosine distance

The cosine distance is measured by the cosine of the angle between two vectors. The
cosine similarity of the two n-dimensional vectors a(xl1, xl2, . . . , xln) and b(xk1, xk2, . . . , xkn)
is defined as

(a, b) = cos(θ) =
a•b

‖a‖•‖b‖ =

n
∑

i=1
xlixki√

n
∑

i=1
x2

li

√
n
∑

i=1
x2

ki



Electronics 2023, 12, 4298 10 of 21

where θ represents the angle between the two vectors, a•b represents the dot product of
the two vectors, and ‖a‖ and ‖b‖ represent the lengths of the two vectors. The cosine
similarity represents the relative difference between two vectors in terms of direction. It
has values in the range of [−1, 1]. A larger cosine similarity value corresponds to a smaller
angle between the two vectors and a higher degree of similarity. When the two vectors
have exactly the same direction, the cosine similarity is 1. A smaller cosine similarity value
corresponds to a larger angle between the two vectors and a lower degree of similarity.
When the two vectors are in exactly opposite directions, the cosine similarity is −1. The
cosine distance of two vectors is defined as

d(a, b) = 1− cos(θ) (9)

MGA using the cosine distance is called the Multiple Granularity Attention Cosine
Network (MGAC).

(5) Squared Euclidean distance

The squared Euclidean distance is the square of the Euclidean distance. The Euclidean
distance between the two n-dimensional vectors a(xl1, xl2, . . . , xln) and b(xk1, xk2, . . . , xkn)
can be defined as

d(a, b) = (a− b)(a− b)T =
n

∑
i=1

(xli − xki)
2 (10)

MGA using the squared Euclidean distance is called the Multiple Granularity Atten-
tion Squared Euclidean Network (MGAS).

Through experiments, the best distance metric method based on MGA is the cosine
distance, so the cosine distance was selected as the distance metric for our method.

In summary, our person re-identification method is MGAC. The overall framework of
our method is shown in Figure 3.
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4. Experiments
4.1. Datasets and Protocols

The person re-identification dataset used in the experiments was Market-1501, which
is a large-scale dataset. In contrast to other re-identification datasets that use hand-crafted
annotated ground truth boxes, its training and test sets use the bounding boxes detected
by the detector as annotated boxes. In Market-1501, there are 12,936 training images, test
images, and 3368 query images. It has a total of 1501 person identities, with 751 in the
training set and 750 in the test set. The dataset was collected by five 1280 × 1080 HD
cameras and a 720 × 576 SD camera. Each identity is annotated on at least two cameras for
cross-camera identification. There are some overlap between some camera areas.
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To evaluate the proposed method, we used the mean average precision (mAP) and top-
1 of the cumulative match characteristic (CMC) to evaluate and compare the experimental
results of the proposed method with those of other methods. We also evaluated the
proposed method using the top-1, top-5, and top-10 of CMC.

4.2. Implementation Details

The experiment was implemented using the PyTorch framework, and an Nvidia
TITAN X GPU was used for data-parallel acceleration. During the experiment, the resizing
of the input images, the initialization of the parameters of ResNet-50, and the data expansion
all followed the settings presented in the original paper on the MGN [33], with some
improvements. In the sampling, six identities and four images for each identity were
randomly selected as training data for each small batch sampling. In the training, ADAM
was used as the optimizer, and the initial learning rate was set at 0.0002. Training was
performed for a total of 600 epochs. The learning rate decayed to 0.00002 at 300 epochs and
to 0.000002 at 500 epochs.

4.3. Comparison with State-of-the-Art Methods

The results of the experiments based on the Market-1501 dataset are presented in
Tables 2 and 3. Table 2 presents the results obtained without re-ranking, and Table 3
presents the results obtained with re-ranking.

Table 2. Experimental results for the Market-1501 dataset. The best results of all experiments are
shown in bold, and the best results for each implementation are highlighted in grey. G: global feature;
MR: multiple regions feature; AG: auxiliary guidance; A: attention.

Method Top-1 (%) mAP (%)

DaRe 86.4 69.3
AOS 86.5 70.4

OSNet 94.8 84.9
G DG-Net 94.8 86.0

DML 87.7 68.8
PAN 82.8 63.4

SVDNet 82.3 62.1
SL-ReID 84.5 65.4

SOMAnet 73.9 47.9

PCB + RPP 93.8 81.6
MGN 95.7 86.9

MSCAN 80.3 57.5
MR HPM 94.2 82.7

MultiScale 88.9 73.1
PAR 81.0 63.4
DCR 93.8 84.7

MultiRegion 66.4 41.2

PABR 91.7 79.6
PGFA 91.2 76.8
PDC 84.4 63.4

AG AACN 85.9 66.9
PN-GAN 89.4 72.6
MGCAM 83.8 74.3

LaST_Cloth 93.1 81.7
SPReID 92.5 81.3
GLAD 89.9 73.9

HA-CNN 91.2 75.7
Mancs 93.1 82.3
CASN 94.4 82.8
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Table 2. Cont.

Method Top-1 (%) mAP (%)

A IANet 94.4 83.1
DuATM 91.4 76.6
CAMA 94.7 84.5
MHN-6 95.1 85.0

reID-NAS+ 95.1 85.7
SFNet 95.3 87.7

MHSA-Net 94.6 84.0

MGAC 95.1 88.2

Table 3. Results with re-ranking for Market-1501. The best results of the experiment are shown
in bold.

Method Top-1 (%) mAP (%)

TriNet 86.7 81.1

AOS 88.7 83.3

AACN 88.7 83.0

PSE + ECN 90.3 84.0

LuNet 84.59 75.62

GP-reid 92.2 90.0

CamStyle 89.5 71.5

MHSA-Net 95.5 93.0

DaRe 88.3 82.0

MGN 96.6 94.2

MGAC 96.2 94.9

For person re-identification without re-ranking, the experiments are reported accord-
ing to the implementation methods of person re-identification, including global features,
multiple regions, auxiliary guidance, attention mechanisms, and our method, MGAC.

In the experiments without re-ranking, MGAC achieved the top-1 of 95.1% and the
mAP of 88.2%. For global features, DG-Net achieved better experimental results, which
were 94.8% in the top-1 and 86.0% in the mAP; in comparison, the top-1 and mAP of MGAC
were 0.3% and 2.2% higher. For the multiple regions feature, the MGN achieved the highest
experimental results excluding MGAC, with 95.7% in the top-1 and 86.9% in the mAP; in
comparison, the top-1 and mAP of MGAC were 0.6% lower and 1.3% higher. For auxiliary
guidance, LaST_Cloth achieved better results, which were 93.1% in the top-1 and 81.7% in
the mAP; in comparison, the top-1 and mAP of MGAC were 2.0% and 6.5% higher. For
the attention mechanism, SFNet achieved better results, which were 95.3% in the top-1
and 87.7% in the mAP; in comparison, the top-1 and mAP of MGAC were 0.2% lower and
0.5% higher.

According to the results, MGAC performed best for the Market-1501 dataset. Its
mAP was 1.3% higher than that of the best-known method (MGN), and it achieved better
top-1 experimental results than all the other methods except MGN and SFNet. The results
indicated that MGAC is useful for improving the MGN with regard to attention and
distance metrics.

In the experiments with re-ranking, MGAC achieved the top-1 of 96.2% and the mAP
of 94.9%. Of all the experiments with re-ranking, the one with better experimental results
was the MGN, which had the top-1 of 96.6% and the mAP of 94.2%; in comparison, the top-1
and mAP of MGAC were 0.4% lower and 0.7% higher. As indicated by the experimental
results, the re-ranking significantly improved the results of all the experiments. With
the re-ranking, MGAC outperformed all the other methods, except that it had a slightly
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lower top-1 than the MGN. The experimental results indicated that MGAC is useful even
after re-ranking.

Figures 4 and 5 present experimental results histograms of the mAP and top-1, which
were selected from methods proposed in recent years among the best experimental results
and MGAC. As shown, for the mAP, MGAC achieved the best results both with and without
re-ranking. For top-1, both with and without re-ranking, MGAC had better results than all
the other methods except for the MGN.
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the Market-1501 dataset.

Figures 6 and 7 show curves of the experimental results of MGAC without and with
re-ranking for the Market-1501 dataset. The figures present the results of MGAC for
600 training epochs for mAP, top-1, top-3, top-5, and top-10. As shown, the results of
MGAC tended to increase steadily as the number of training epochs increased. The best
results were achieved at 350 training epochs, and the results remained relatively stable.
MGAC achieved better results for mAP and top-1 to top-10. The re-ranking significantly
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increased the accuracy of mAP and top and narrowed the gap between mAP and top. The
results of the experiments without re-ranking tended to be more stable during the training
stage than those of the experiments with re-ranking.
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Figure 8 shows curves of the ROC experimental results of MGAC without re-ranking
for the Market-1501 dataset. The ROC curve in the figure is drawn by taking into account
the identification results of all categories of query images. From the figure, it can be seen
that the false positive rate is driven close to 0, the true positive rate is driven close to 1, and
the AUC (area under the ROC curve) is approximately equal to 1. These results indicate
that MGAC is a good method of person re-identification that can identify the correct images
well and distinguish the incorrect images well.

Further discussions of our method with regard to attention mechanisms and distance
metrics are presented in the experimental discussion section.
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4.4. Discussion
4.4.1. Experimental Results of Attention Mechanisms

In this section, we discuss the two components of our method: the attention mechanism
and the distance metrics.

The MGN, with the addition of an attention mechanism, is called MGA. MGA is
based on the MGN and learns an attention mechanism that evaluates the importance of
each feature learned by the MGN that is finally used for person re-identification, with the
important part scoring higher and the unimportant part scoring lower, reducing the impact
of distracting features on the person re-identification process. In this section, we discuss
attention mechanisms. Table 4 presents the results of the experiments without re-ranking.
For the MGN, the top-1 was 95.7%, and the mAP was 86.9%. For MGA, the top-1 was 95.0%,
and the mAP was 87.6%. With the addition of the attention mechanism, the mAP was 0.7%
higher, and the top-1 was 0.7% lower. Table 5 presents the results of the experiments with
re-ranking. For the MGN, the top-1 was 96.6%, and the mAP was 94.2%. For MGA, the
top-1 was 96.0%, and the mAP was 94.8%. The mAP of MGA was 0.6% higher than that
of MGN, and the top-1 was 0.6% lower. According to the experiments, the mAP results
of MGA were improved both with and without re-ranking, suggesting that the proposed
method with the attention mechanism is useful for MGN with and without re-ranking.

Table 4. Comparison of experimental results between the MGN and MGA without re-ranking.

Method Top-1 (%) mAP (%)

MGN 95.7 86.9

MGA 95.0 87.6

Table 5. Comparison of experimental results between the MGN and MGA with re-ranking.

Method Top-1 (%) mAP (%)

MGN 96.6 94.2

MGA 96.0 94.8

Figures 9 and 10 present the experimental results for the mAP and top-1 of MGA
without and with re-ranking. As shown, MGA was unstable in the initial training stage,
and as the number of epochs increased, its results tended to increase smoothly. During the
training, the curves of MGA without re-ranking were smoother than those with re-ranking.
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4.4.2. Experimental Results for Distance Metrics

The distance metric is an important element in person re-identification. The distance
metric used in the MGN was the Euclidean distance. Additionally, classical distance
metrics, including the Euclidean distance, Mahalanobis distance, correlation distance,
cosine distance, and squared Euclidean distance, were used in the experiments, which were
based on the MGA with re-ranking. Table 6 presents the experimental results.

Table 6. Experimental results for the distance metrics. The best results of the experiment are shown
in bold.

Method Top-1 (%) mAP (%)

MGAE (Euclidean) 96.0 94.8

MGAM (Mahalanobis) 95.9 94.2

MGACO (correlation) 95.9 94.7

MGAC (cosine) 96.2 94.9

MGAS (squared Euclidean) 96.4 94.7
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The MGA had the top-1 of 96.0% and the mAP of 94.8% for the Euclidean distance, the
top-1 of 95.9% and the mAP of 94.2% for the Mahalanobis distance, the top-1 of 95.9% and
the mAP of 94.7% for the correlation distance, the top-1 was 96.2% and the mAP was 94.9%
for the cosine distance, and the top-1 was 96.4% and the mAP was 94.7% for the squared
Euclidean distance. The distance metric with the best mAP result was the cosine distance;
the mAP was 0.1% higher than that for the Euclidean distance. The distance metric with
the best top-1 result was the squared Euclidean distance; the top-1 was 0.4% higher than
that for the Euclidean distance. Because we used the mAP as the main evaluation result,
the cosine distance was selected as the best solution.

Figures 11 and 12 present histograms of the experimental results of the mAP and top-1
of the MGA for various distance metrics. As shown, MGAC, using the cosine distance,
and MGAS, using the squared Euclidean distance, achieved the best mAP and top-1
experimental results.
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4.4.3. Visualization Experiment Results

To validate our method, we visualized the experimental results of our method in
Figure 13. The leftmost column is the query person images, and the right rows correspond-
ing to the query images are the result of MGAC identifying person images with the same
identity. As can be seen from the figure, MGAC can very well find person images with
different angles, different poses, different lighting, and different quality detection boxes.
Lines 5 and 6 are partially occluded person images, and there are a few images that are
found to be incorrect, but most of the images are found to be correct. This indicates that
MGAC can better pay attention to important feature information and ignore interference
feature information, achieving better person re-identification accuracy.
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5. Conclusions

An MGAC person re-identification network was constructed by adding attention
mechanisms to the MGN to form the MGA network and then using the cosine distance as
the distance metric to form MGAC. MGAC used an attention mechanism to evaluate image
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features, emphasizing important features and ignoring interfering features. And cosine
distance metric be better than other feature distance metric, leading to improved person
re-identification accuracy. Experiments involving the Market-1501 dataset indicated that
the MGAC network, with the addition of attention mechanisms and the use of the cosine
distance, can increase identification accuracy. In the future, we may develop some person
re-identification networks using different datasets and develop attention mechanisms and
distance metrics according to the features.

Funding: This research received no external funding.

Data Availability Statement: The authors choose not to disclose the data.
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