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Abstract: Knowledge Question Answering is one of the important research directions in the field
of robot intelligence. It is mainly based on background knowledge to analyze users” questions and
generate answers. It is one of the important application methods of knowledge graph technology.
Compared with the traditional expert system of question and answer, it has the advantage of a
large-scale background knowledge base and the traceability and interpretability of the question-
answering process. Compared with the current ChatGPT (Chat Generative Pre-trained Transformer)
technology, it has advantages in the proprietary segmentation field. Aiming at the problem of
the accuracy of existing knowledge question-answering methods being low, this paper studies the
method of semantic analysis for knowledge question-answering under the support of a knowl-
edge database, proposes a knowledge question-answering method based on the superposition of
multiple neural network models, and conducts experimental verification on the publicly available
NLPCC2016KBQA (Knowledge Q&A Tasks in the 2016 Natural Language Processing and Chinese
Computing Conference) data set. The experimental results show that the F1 value of this method is
higher than that of the baseline model.

Keywords: knowledge graph; knowledge question answering; semantic analysis; neural network model

1. Introduction

Whether a machine can correctly answer the questions described by human language
instead of traditional information service methods has always been the focus and diffi-
culty of research in natural language processing, artificial intelligence, human-computer
interaction, and other fields [1]. With the breakthrough of Al in the direction of cognitive
intelligence, Al has been able to carry out mature industrial landing in the fields of face
recognition, speech recognition, and so on [2]. In contrast, the development of Al in the
direction of cognitive intelligence is still relatively slow [3]. Researchers in knowledge Q&A
want machines to have certain cognitive, experiential, and thinking abilities like humans.
However, there is still a certain gap in achieving this goal at present [4,5]. Cognitive intelli-
gence can be used in fields such as knowledge Q&A or intelligent translation [6]. In recent
years, the rapid development of big data technology and knowledge graph technology has
led to more and more data being collected, stored [7]. Since the end of 2022, ChatGPT and
its competitors have gradually made intelligent Q&A part of people’s daily lives. However,
ChatGPT’s pre-training model parameterizes knowledge and has poor interpretability [8].
In case of inaccurate answers, it is impossible to carry out technical backtracking. Intelligent
question-answering technology based on a knowledge graph can use the knowledge base to
provide background knowledge and experience for machines, so as to achieve the traceabil-
ity of question answering [9,10]. This is significant for some proprietary fields with higher
requirements. Given this, based on the current research of intelligent question-answering
technology based on knowledge graphs, this paper combines deep learning models to
further explore intelligent question-answering based on knowledge graphs.

This paper proposes an intelligent question-answering method based on multi-neural-
network cooperation for the Chinese language corpus. By identifying the entity of the
question and distinguishing the type of question, it generates the query statement of the
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knowledge base and, finally, queries the knowledge base to obtain the resulting answer,
which can achieve good results on the open NLPCC2016KBQA data set. The contributions
of this paper mainly include the following aspects:

(1) This paper summarizes the current mainstream methods of knowledge Q&A, and
compares and describes the characteristics and advantages of each of the four main-
stream methods: the rule-based question-answering method, information retrieval
question-answering method, ChatGPT method, and semantic analysis question-
answering method.

(2) The published NLPCC2016KBQA data set was optimized. For the public NLPCC2016-
KBQA, segmentation and data processing were carried out to generate the special
data set for question entity recognition and the special data set for question type
identification; support model training; extracting the triad in the NLPCC2016KBQA
data set; and generating the knowledge graph, as the background knowledge for
intelligent question answering.

(3) A method of multi-neural-network cooperation, the BBCB (BERT-BiLSTM—-CRF-BERT)
model, is proposed to research the machine intelligence question-answering task. For
the entity extraction task, a model was constructed based on BERT-BiLSTM-CRF and
experiments were conducted on the constructed question entity recognition data set.
The final F1 value was 95.5%. For the question-type judgment task, a BERT-FC model
was constructed. On the NLPCC2016KBQA data set, the final F1 value was 99.1%.

The rest of this paper is organized as follows: Section 2 introduces the related work
of intelligent question answering. Section 3 introduces the method model proposed in
this paper. Section 4 describes the experimental verification of the method, including the
experimental environment, data set, and result analysis. Section 5 presents an error analysis
of the experimental results. Section 6 summarizes and analyzes the work of this paper.

2. Literature Review

The earliest development of machine automatic question answering can be traced back
to 1950. Alan Turing [11] proposed that the key to verifying whether a machine is intelligent
is to see whether it can correctly answer questions. In 1963, Green [12] first designed the
Baseball software to answer questions about the baseball field. This is the earliest automatic
question-answering system. In 1966, the Massachusetts Institute of Technology of the
United States realized the ELIZA intelligent chat robot [13]. Since 1999, the TREC (Text
Retrieval Conference) has been organizing evaluation tasks related to intelligent question
answering and has held the longest-running evaluation task of text retrieval.

2.1. Mainstream Technology

In terms of technical implementation, there are currently four main types of meth-
ods [14,15]: the first is a rule-based question-and-answer method, the second is an information-
retrieval-based question-and-answer method, the third is a semantic analysis question-and-
answer method, the fourth is a Large Language Model (LLM)-based question-and-answer
method, and deep learning technology is widely used in all of these methods [16].

The rule-based approach is the earliest one [17]. Woods et al. [18] used the rule-based
approach to build a question-answering system called LUNAR to match users’ questions
through rules. Liu et al. [19] proposed the use of natural language processing tools to
classify questions and the use of rules to match answers. Riloff E. et al. [20] used the
rule-matching method to build the Arabic question-answering system. The rule-based
method is simple to implement and does not need background knowledge. However, this
method can only formulate good rules for limited vertical fields, which cannot be used in
non-limited fields, such as open chat robots, and requires a lot of manpower and time to
make rule templates.

The method based on information retrieval applies the traditional idea of information
extraction to solve the KGQA (Knowledge Graph Question Answer) problem [21]. First,
all entity nodes associated with the subject entity of the problem are searched from the



Electronics 2023, 12, 4224

3of 14

knowledge base as candidate answers; then, the candidate answers are sorted and the
optimal solution is selected. Bordes [22] designed a coding model for candidate answers,
which generates vectors with equal dimensions from candidate answers and questions,
and sorts the candidate answers by the product value. Zhang et al. [23] used an attention
mechanism to train and sort different candidate answers. The method based on information
retrieval applies to some end-to-end scenarios, and the black-box-style analytical model in
the middle makes the whole process less interpretable.

The question-answering method based on semantic analysis often uses machine
learning or deep learning models to conduct semantic analysis on question statements and
generate query statements for the knowledge base. Ding Jiajie et al. [24] proposed a data
enhancement model that can filter the data with low quality. Peng Yu et al. [25] proposed
a three-stage question-and-answer model based on the BERT model. Li J et al. [26] built
a knowledge graph for the tourism field on this basis. They completed the knowledge
Q&A in the tourism field using the BERT model. Shamsabadi A. S. et al. [27] proposed the
use of multiple classifiers in the pipeline in the solution for the identification of hidden
relationships, where each classifier uses a separate BiGRU neural network. The question-
answering method based on semantic analysis can independently learn and generate
models with complex parameters and functions. Because it parses natural language into
the logic of knowledge base query, the reasoning process is more interpretable and the
overall accuracy of question and answer is higher.

The most mainstream product of the LLM (Large Language Model)-based Q&A
method is the recent ChatGPT [28]. The performance of ChatGPT in various general Q&A
tasks has reached an unprecedented level. However, compared with the knowledge Q&A
based on the knowledge atlas, it has disadvantages such as non-interpretability of Q&A
results and poor reasoning ability in proprietary fields. In addition, the current ChatGPT
code is not open-source. Based on the above analysis, this paper mainly adopts a semantic-
analysis-based question-and-answer method to complete knowledge question and answer.
We use the dictionary method and multi-neural-network collaboration to analyze topic
entities and question types, and search for the final answer based on a knowledge graph.
In this process, this paper proposes a question-and-answer method based on the BBCB
(BERT-BiLSTM-CRF-BERT) model and background knowledge.

In addition, in the process of knowledge Q&A, entity disambiguation is a difficult
problem. Currently, there are various methods to solve entity disambiguation problems,
including the well-known first method, multi-feature-based method, etc. Among them, the
multi-feature-based disambiguation method has a better effect [29].

2.2. Related Data Sets

The realization of machine question answering cannot be separated from the support
of an artificial rule base or background knowledge, while the artificial rule method uses
experts to formulate rules in specific fields to classify and judge questions, which consumes
a lot of manpower and is generally limited to question answering in specific fields [30]. Only
a large enough background knowledge can realize intelligent question answering in open
fields. In 2012, Google put forward the concept of a knowledge graph [31] and built a large-
scale triplet knowledge base using knowledge-engineering-related technologies. After that,
knowledge graph technology developed rapidly. At present, many large-scale knowledge
graphs have been built [32], including the Google Knowledge graph, DBpedia Knowledge
graph, OpenlE Knowledge graph, Wikidata Knowledge graph, Zhishi.me of Southeast
University in China, XLore of Tsinghua University, CN-pedia of Fudan University, etc. The
rapid development of knowledge graphs has laid the foundation for intelligent question-
answering research in the open field. In this paper, we mainly extract the triad from the
Q&A evaluation data set and construct the knowledge graph to provide support for the
experiment of the Q&A method. In terms of evaluation data sets, the most famous foreign
question-and-answer evaluation data sets include the TREC (Text Retrieval Conference)
data set, CLEF (Cross Language Evaluation Forum) data set, and NTCIR (NACSIS Test
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Collections for IR) data set. In the Chinese field, in 2016, the NLPCC (The Conference
on Natural Language Processing and Chinese Computing) released a large-scale Chinese
question-answering data set NLPCC ICCPOL 2016 KBQA [33]; we used this datasetto carry
out experimental verification on the two key modules of question entity recognition and
question type judgment in our method.

3. Method

This paper proposes a knowledge question-answering model based on semantic
analysis, which is a multi-neural-network collaboration model. The method model in
this paper is described from three aspects: question entity recognition, question type
determination, and answer generation.

For knowledge Q&A tasks, this paper mainly determines model selection through the
following methods: Firstly, due to the strong feature extraction ability of the current BERT
model, it was selected as a feature encoder for question entity recognition and question
type judgment. Secondly, we chose mature models based on previous research results.
Thirdly, the final model combination was determined through experimental verification,
which is the optimal model in the experiment.

This method can achieve good results in knowledge Q&A. In terms of contribution,
the proposed model can be used for both question entity recognition and question type
judgment. This method can lay the foundation for further research in the future.

3.1. An Entity Recognition Model for Question Sentences

In terms of question entity recognition, this model proposes a combination of knowl-
edge base matching and the BERT-BiLSTM—-CRF model. The network structure is shown
in Figure 1.
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Figure 1. Question entity recognition based on the background knowledge base and BERT-BiLSTM-
CRF model.
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With the relatively high stability of high-quality background knowledge, knowledge
base matching is first performed for the question text. If the matching is successful, the
entity is directly extracted, which can greatly improve the entity recognition efficiency of
the model. If the matching fails, input the question text into the BERT-BiLSTM—-CRF model
and label the entity, obtain the BIO label of the question, and identify the question entity. In
the BIO notation, each element is labeled as B, I, or O, representing the beginning, middle,
and others of the entity.

3.1.1. Question Entity Recognition BiLSTM Layer

LSTM network is a special form of a cyclic neural network, which can better deal with
the sequence data similar to the text line [34]. Compared with the traditional cyclic neural
network, it can effectively solve the problem of feature resolution when the question text is
long. After studying relevant models, this paper uses the BILSTM model for further feature
processing of the output vectors of the BERT model. An example of the node structure
of BILSTM is shown in Figure 2 [35], and the update gate and forget gate in the network
structure can effectively control the retention and resolution of information.

Ct—l Ct

he

Figure 2. An example of the node structure of BILSTM.
The forgetting gate is calculated by the following formula:
fr = o(My x [ht—1, x¢] +ky) 1)
The updated door is calculated by the following formula:
ip = (M X [hy_q, x¢] + k;) )

C = tanh(Mc X [ht,l,xt] + kc) 3)

The output status is calculated by the following formula:

Or = c(Wolhi—1,x¢] + ko) 4)
Ct=fr x Cq +1i¢ x Gy ®)
I’lt = Ot X tanh(Ct) (6)

In the above formula, Mf, M;, M¢, M, kf, ki, and k. are the weight parameter matrices
and tanh represents a hyperbolic tangent function. X; represents the data to be input, /1;_4
represents the input data of t — 1 at the previous time, h; represents the input data at the
current time, and ¢ represents a sigmoid function to ensure that the output result is a
number between 0 and 1.

3.1.2. CRF Layer of Question Entity Recognition

Before feature encoding enters the CRF layer, the FC fully connected layer is used
to process the input vector as the dimension required by the CRF layer, and the final
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output of the CRF model is the BIO label of the text. y is the three-dimensional matrix [a,
b, c], where a represents the number of data lines in a batch, b represents the characters
corresponding to the line of text, and ¢ = 3 represents the probability of each character
corresponding to three types of BIO labeling. The specific formula for the FC layer is
shown in Formula (7): k represents the paranoia matrix, i represents the input matrix, and
W represents the weight matrix:

y=iWT +k 7)

At present, the CRF model is widely used in various entity recognition tasks, including
entity recognition of questions. CRF belongs to the discriminant probability undirected
graph model. When the upper model is given the input random variables, the CRF model
can obtain the conditional probability distribution of the random variables for conditional
decoding. Although the BILSTM model can capture long-distance text features, it cannot
sense the dependency between adjacent labels, and CRF can better perceive the relationship
between entities and adjacent characters. Therefore, in this paper, after the BERT-BiLSTM
model, the CRF model is added to decode the final entity label code. The specific calculation
formula is as follows:

n n
Score(X,Y) = Z Siy; + Z Ayiyin 8)
i=1 i=0

where X = (x1, x2,... X;;) represents the set of input feature vectors, Y = (y1, y2,... Yn)
represents the prediction sequence, X; represents the feature vector of the ith character, S
represents the score matrix of the output result of the model before CRF, and S;; represents
the score of the jth label of the ith character.

In this paper, the BIO labeling method is used; so, there are three labels in total. j is
taken from the set {1,2,3}, A refers to the transfer matrix, and Aij indicates the probability
that tag i will transfer to tag j. Finally, the higher the score value, the higher the probability
of labeling. The CRF model uses the maximum likelihood function to obtain the output
sequence of the maximum score as the labeling result.

3.2. Attribute Similarity Judgment

Based on question entity recognition, this paper uses the BERT model to match the
background knowledge for attribute similarity judgment. The model is shown in Figure 3.
For the input question, the attributes in the knowledge base are cyclically matched. If the
matching is successful, the attribute is directly extracted. If the matching fails, the BERT
model is used for attribute similarity judgment to obtain the most likely attribute value.

Predictive E Forecast is negative

\

Label |
abe Forecast is positive ‘
\

\ \

\ \

\ \

\ \

| | Question
| | attribute
| I /

\ \

} } Matchec
‘ ‘ Not

! L) ) L) L) Matched

} ‘ Bert Tokenizer ‘

_ | Knowledge
QuntionText Input Base
and Attibute

Figure 3. Question-type judgment based on the background knowledge base and BERT model.
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To improve the accuracy of problem attribute similarity judgment, the BERT model
was used for text feature extraction for input text. In this model, tokenizer processing was
first performed [36], and the network architecture is shown in Figure 4. The main approach
is to use a dictionary to embed tokens into the text, facilitating further feature extraction in
the future.

| Token Embeddings |

II Dictionary mapping

| Tokenizer Dictionaries |

A

7
N AN y,
Y

QuntionText Attribute

Figure 4. Token embedding.

Token embedding represents the feature values of a single word itself at the word level;
however, for text feature extraction, the order of words in the text is also crucial [37]. In
the process of processing the BERT model, three types of features—namely, token features,
position features, and segmented features [38]—will be fused. The calculation formula
for the three feature vectors, where W is the number of characters in the sentence and d,,
represents the overall dimension of the word vector in the question sentence, is as follows:

XToken = lexdm (9)
Xposition = RZWde (10)
XSegment = R3w><dm (11)

After integrating the above three features, the BERT model further encodes the features
through a multi-head attention mechanism, as shown in Formula (12). The principle is
to multiply the random matrix W with the vector of the embedding layer to obtain three
vectors: Query (Q), Key (K), and Value (V) [39].

QK™
Vi

To prevent the effect of an iteration being too bad, after the multi-head attention
calculation, the model carries out residual connection and layer normalization operations
and converts the input vector into data with a mean value of 0 and a variance of 1. The
normalization formula is as follows, where E[x] is the mean value of the sample and ¢ x]
is the variance of the sample:

Attention(Q, K, V) = softmax(

W (12)

Y (13)

3.3. Answer Generation

In the answer generation process, the method based on semantic analysis is mainly
used for semantic analysis of questions; converting natural language questions into database
semantic query statements; and, finally, generating natural language answers using back-
ground knowledge. The specific algorithm is shown in Table 1. From this, it can be
seen that the knowledge-graph-based question-and-answer method is relatively traceable
compared to large models because the answer is the answer in the knowledge base, and
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the traceability method is not the focus of this paper; thus, it will not be introduced too
much here. The focus here is on how to convert natural language questions into database
query statements:

As shown in Table 1, the main conversion includes 6 steps. Firstly, the user inputs the
question text they want to query (step 1 in Table 1); then, they identify the question entity
using the entity recognition model (step 2 in Table 1). The specific principle is based on the
question entity recognition model in this paper.

Afterward, based on the question entity, query all relevant triples in the database
(steps 3 and 4 in Table 1). It should be specified that a triplet is represented as a row in
a processed knowledge database, with each row having three fields, namely, the header
entity, relationship, and tail entity. Therefore, it is relatively simple to query all related
triplet rows based on the header entity.

Then, sort all associated triples and questions into the question discrimination model to
obtain the best triplet option (step 5 in Table 1) and refer to the question type discrimination
model in this paper for specific methods. Finally, the answer is returned to the user (step 6
in Table 1).

Table 1. Algorithm flow.

Algorithm Name Answer Generation
Input Question Qtext
Output Answer C

1: User input question Qtext.

2: Input Qtext into the question entity recognition model
(BERT-BiLSTM-CREF) to obtain the question entity set E {el, e2... en}.

3: Generate knowledge base query statement S {s1, s2. .. sn} according to
entity set E {el, e2... en}.

4: Retrieve the knowledge base query statement S {s1, s2... sn} in the
knowledge base to obtain the associated triple set.

5: Input the question Qtext and associated triple T into the attribute
similarity judgment model (BERT) to determine the best triple
Tk = <A, B, C>. A represents the head entity, B represents the
relationship, and C represents the tail entity.

6: Output Answer C.

Algorithm steps

4. Results
4.1. Experimental Data Set

The data set used in this paper is the public data set NLPCC2016-KBQA [40] provided
by the NLPCC (The Conference on Natural Language Processing and Chinese Computing).
The training set in this data set contains 14,609 question-and-answer pairs, and the test set
contains 9870 question-and-answer pairs. The sample data of the question-and-answer pair
are shown in Table 2.

Table 2. Q&A pair data sample.

No. Interrogative Sentence Triplet Answer

. . han Street | | | mai

What are the main crops in Quanshan Stree main Wheat, corn, sweet
1 crops | | | Wheat, corn,

Quanshan Street? potatoes, peanuts
sweet potatoes, peanuts

Lion stone | | | Reason for
By How did Lion Stone get Naming | | | Mount Mount resembling
its name? resembling Manjushri Manjushri Bodhisattva

Bodhisattva
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Before the training of the question entity recognition model, the questions in the public
data set NLPCC2016-KBQA are labeled and preprocessed, and the BIO labeling method is
used. The labeled data sample is shown in Table 3.

Table 3. Sample question annotation.

Question How did Lion Stone get its name

Tagging (@) o B I o O (@)

The background knowledge used in this paper is the knowledge base provided by
NLPCC2016-KBQA, which contains 43,063,796 rows of triples, and the knowledge base
sample is shown in Table 4.

Table 4. Knowledge base triplet example.

. Attribute .
No. Head Entity Relationship Tail Body
1 «The Dream of Red Mansion» Leading actor Qian Huili; Dan Yangping;

Chen Ying; Fang Yafen
2 «The Dream of Red Mansion» Release time 2005
China Film Group, Rongxinda,

3 «The Dream of Red Mansion» ~ Production Company Hualu Baina

4.2. Experimental Environment and Evaluation Index

In terms of the experimental environment setting, the experimental code is mainly
based on the Python and PyTorch framework. The Python version used is 3.6, the PyTorch
version is 1.7.1, and the transformer module version is 2.5.1. The learning rate of the
question entity recognition model and the attribute similarity judgment model is 5 x 107°.
The model optimizer is Adam [41].

Based on the mainstream experience of knowledge Q&A model evaluation, this
paper selects Precision rate, Recall rate, and F1 value as the evaluation indicators for
problem entity recognition and problem similarity judgment [42]. The calculation method
is as follows:

TP
Y= TpFp (14)
TP
R=Tp7FN (15)
2xP*R
F=""= 1
17 "PIR (16)

In the above formula, TP represents the correct number of predictions, P represents
the precision rate of the experiment, and R represents the recall rate of the experiment; FP
refers to the number of triples predicted incorrectly, TP + FP refers to the total number of
triples predicted, FN refers to the number of triples predicted incorrectly, and TP + FN
refers to the number of triples marked.

In addjition, to ensure the reliability of the experimental results, this paper conducted
multiple experiments (five times) on the knowledge question-and-answer task, and the
final results were taken as the average.

4.3. Comparative Analysis of Results

This paper uses NLPCC2016-KBQA to carry out experimental verification on the two
key models of the question entity recognition model and attribute similarity judgment
model in the method model. In question entity recognition, the public data set NLPCC2016-
KBQA was used to compare the traditional BILSTM-CRF entity recognition model with
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the proposed BERT-BiLSTM-CRF question entity recognition model and its variants,
including introducing a variant of the BERT model, Roberta [43], into the baseline model
for comparison [44]. The experimental results are shown in Table 5.

Table 5. Overall evaluation results of question entity recognition.

Model Average Precision Average Recall Rate Average F1 Value Best Epoch
CRF 29.5 81.5 41.6 12
BiLSTM-CRF 31.8 83.4 43.2 8
BAT-KBQA [45] - - 87.7 -
BERT-CRF 94.6 95.6 95.1 91
BERT-BiLSTM-CRF 95.1 96.0 95.5 92
BERT-BiGRU-CRF 94.3 95.0 94.5 90
RoBERTa—CRF 96.4 94.2 95.3 94
RoBERTa-BiLSTM-CRF 93.9 96.9 95.4 98

The result of question entity recognition for a single tag is shown in Table 6.

Table 6. Itemized evaluation results of question entity identification label.

Model Label B Prediction Label B Prediction Label B Label I Prediction Label I Prediction Label I
Precision Rate Recall Rate Prediction F1 Precision Rate Recall Rate Prediction F1
CRF 23.2 42 8.3 341 97.3 48.2
BiLSTM-CRF 241 5.7 9.3 33.3 98.4 49.8
BERT-CRF 95.6 93.6 94.6 94.4 96.0 95.1
BERT-BiLSTM-CRF 97.3 914 943 94.6 97.0 95.7
BERT-BiGRU-CRF 96.5 91.2 93.1 93.2 95.0 94.3
RoBERTa—CRF 96.7 93.4 95.3 96.3 94.3 95.3
RoBERTa-BiLSTM-CRF 93.4 95.0 94.2 94.0 97.3 95.6

The F1 value transformation of different models at various stages is shown in Figure 5.

—e— Bert-Bilstm-CRF
== Bert-CRF-FC
—m— Robert Bilstm-CRF
—— Robert-CRF-FC
Bilstm-CRF

F1(%)

[ 5 10 15 20 25 30
EPOCH

Figure 5. Experimental results of question entity recognition.

From the above experimental results, we can see that the F1 value of the BERT-BiLSTM-
CRF model for the question entity recognition task reached 95.5%, slightly higher than its
similar variants and about 54% higher than the traditional BILSTM-CRF entity recognition
model. As for the independent evaluation indicators of B and I labels, the BERT-BiLSTM-
CRF model and RoBERTa-BiLSTM—-CRF model perform better, each with advantages and
disadvantages. In terms of the overall effect, the BERT-BiLSTM-CRF model has a slightly
better effect than the RoOBERTa-BiLSTM—-CRF model. This also proves the effectiveness
of the method proposed in this paper. In the public data set NLPCC2016-KBQA, the
experimental results of the BERT model for the question category subtask are shown in
Table 7.
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Table 7. Triad attribute similarity judgment and evaluation index.

Epochs 5 50 100
Precision rate 96.396 97.741 98.396
Recall rate 99.473 99.919 99.878
F1 Value 97.910 98.818 99.131
Test set LOSS 26.967 17.191 8.592

It can be seen in Figure 6 that the accuracy effect and the loss value will shake at
the 10th and 43rd epochs. To explore whether this phenomenon is accidental, this paper
conducted a second experiment, and the experimental results are shown in Figure 7.

908

6

%2

8

%00

o 20 0 60 50 100 “ .
EPOCH EPOCH

(a) (b)
N
SN

o 20 Y 60 80 100 o 20 Y 0 0 00
EPOCH EPOCH

(c) (d)

Figure 6. Experimental results of attribute similarity judgment based on BERT model (1). (a) The
change process of Recall Rate; (b) The change process of Precision Rate; (¢) The change process of F1
value; (d) The change process of Loss value.

= L0ss

From the above results, it can be seen that the method may have jitteriness at a specific
stage, which may be caused by the experimental data. However, the small jitter amplitude
does not affect the overall experimental effect of the method. From the above experimental
results, in the judgment of question type, the overall accuracy of the BERT model can reach
98.39%. The lowest point is accurate at more than 85%, and the overall effect is better in
other cases.

From the above experimental results, it can be seen that for the question entity recog-
nition task, the proposed model significantly outperforms those without using a BERT
encoder regarding F1. Compared with its variant model, it can also achieve the best F1
value; according to the best epoch in Table 5, it can be seen that compared with other BERT
variants, its performance is also very competitive. For the question-type judgment task, the
proposed model can achieve an F1 value of 98.39%. Figures 6 and 7 show that the model’s
performance is quite stable with regard to the evaluation metrics. Overall, the model is
highly competent in knowledge question answering.
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Figure 7. Experimental results of attribute similarity judgment based on BERT model (2). (a) The
change process of Recall Rate; (b) The change process of Precision Rate; (c) The change process of F1
value; (d) The change process of Loss value.

5. Error Analysis

For the task of question entity recognition, it can be seen in Figure 5 that the F1 values
of each model fluctuate less and grow steadily. Table 6 shows that the model performs
smoothly on each label and there is no imbalance. However, other models (such as the CRF
model and the BILSTM—-CRF model) exhibit significant differences in performance between
the B label and the I label. We believe that this may be due to the feature encoder of the
model, as other models using BERT as the feature encoder do not have this problem.

We conducted two experiments on the question-type judgment task and found that F1
jitter occurred during the 40th to 50th epochs. However, the magnitude of the jitter was
different between the two experiments. We believe that it is an overfitting jitter caused by
the lack of an experimental corpus. However, this jitter will not affect the final experimental
results; so, we will expand the corpus in future research to further investigate this issue.

6. Conclusions

For knowledge question-and-answer tasks, this paper makes a comprehensive com-
parison and analysis of the existing LLM-based methods, rule-based question-and-answer
methods, information-based question-and-answer methods, and semantic-analysis-based
question-and-answer methods. Based on the research of semantic-analysis-based question-
and-answer methods, a question-and-answer method based on the BBCB (BERT-BiLSTM—-
CRF-BERT) model and background knowledge is proposed, and experimental verification
is carried out on the open data set. In the follow-up work, we hope to continue to improve
the training effect of the model, especially considering the auxiliary method of adding a
high-precision dictionary to improve the overall accuracy of the question and answer.
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