
Citation: Tagliavini, L.; Baglieri, L.;

Colucci, G.; Botta, A.; Visconte, C.;

Quaglia, G. D.O.T. PAQUITOP, an

Autonomous Mobile Manipulator for

Hospital Assistance. Electronics 2023,

12, 268. https://doi.org/10.3390/

electronics12020268

Academic Editors: Monica Tiboni,

Giovanni Legnani and Dan Zhang

Received: 12 December 2022

Revised: 23 December 2022

Accepted: 2 January 2023

Published: 4 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

D.O.T. PAQUITOP, an Autonomous Mobile Manipulator for
Hospital Assistance
Luigi Tagliavini * , Lorenzo Baglieri , Giovanni Colucci , Andrea Botta , Carmen Visconte
and Giuseppe Quaglia

Department of Mechanical and Aerospace Engineering (DIMEAS), Politecnico di Torino, 10129 Torino, Italy
* Correspondence: luigi.tagliavini@polito.it; Tel.: +39-388-127-2239

Abstract: The use of robotic technologies for caregiving and assistance has become a very interesting
research topic in the field of robotics. Towards this goal, the researchers at Politecnico di Torino are
developing robotic solutions for indoor assistance. This paper presents the D.O.T. PAQUITOP project,
which aims at developing a mobile robotic assistant for the hospital environment. The mobile robot
is composed of a custom omnidirectional platform, named PAQUITOP, a commercial 6 dof robotic
arm, sensors for monitoring vital signs in patients, and a tablet to interact with the patient. To prove
the effectiveness of this solution, preliminary tests were conducted with success in the laboratories
of Politecnico di Torino and, thanks to the collaboration with the Onlus Fondazione D.O.T. and the
medical staff of Molinette Hospital in Turin (Italy), at the hematology ward of Molinette Hospital.
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1. Introduction

In the last few decades, many researchers in the robotics field have addressed the
theme of assistive robotics, developing several mobile robotic platforms conceived of to
help weak or non-self-sufficient subjects [1]. On the one hand, an unprecedented decrease
in fertility and mortality rates in industrialized countries have resulted in the widespread
aging of the population. Such a phenomenon affects the daily lives of both individuals
and the government or private organizations and motivates the search for solutions to the
growing demand for health care, housing, caregiving, and social security [2,3]. On the
other hand, the current pandemic emergency, caused by COVID-19, has highlighted the
need to relieve human operators of many activities, especially in hospitals, geriatric wards,
and hospices, where patients may be endangered by the closeness to other people [4].
Against this scenario, socially assistive robots (SARs) have recently been proposed as
a possible solution for elderly care and monitoring in the domestic [5] and hospital [6]
environments. Although the impact needs to be addressed from an ethical point of view,
according to Abdi et al. [7], different robots for social assistance already exist. These studies
often brought researchers to focus their study on human–machine interaction, realizing
companion robots with humanoid [8] or pet-like architectures [9]. Such robots have been
particularly studied concerning dementia, aging, and loneliness problems [10,11]. Different
studies focus on detailed monitoring tasks, such as heat strokes [12] and fall detection [13].
In order to achieve these functionalities, many challenges must be faced. First of all, the
robot needs to be able to navigate in a cluttered and unstructured environment, avoiding
collisions with static and dynamic obstacles, and it should be able to deal with the presence
of small obstacles, such as carpets and electric cables, which could be lying on the ground.
To be able to effectively navigate in such environments and perform monitoring tasks, the
robot’s platform must exhibit high mobility in the plane of motion and it must be provided
with sensors and the computational capability to run autonomous navigation algorithms.
Moreover, such systems must interact with the user through specifically conceived Human–
Machine Interfaces (HMIs). For this reason, many HMIs have been proposed in the past.
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For example, according to Mahmud et al. [14], the most commonly adopted HMIs can be
classified into five classes: brain-signal-based, gesture-based, eye-gaze-based, tangible, and
hybrid. Finally, these HMIs must be well accessible to the user; thus, their installation must
be well designed. Depending on the application, fixed standing structures or deploying
mechanisms can be adopted.

Towards assistive robotics, the researchers at Politecnico di Torino have proposed an
innovative pseudo-omnidirectional platform, named PAQUITOP [15–17], which exploits
a redundant set of actuators to achieve high mobility in the plane of motion using con-
ventional wheels. Based on this mobile platform, a lightweight mobile manipulator has
been proposed in previous works [18,19]. This paper describes all the sub-units of the
project D.O.T. PAQUITOP, aimed at developing an assistive mobile manipulator based
on the PAQUITOP prototype, for the hospital environment. The project concept was first
presented at Jc-IFToMM International Symposium in July, 2022 [20]. In this work, the
robotic system will be described more in-depth from a global point of view. In this way,
it is in the authors’ belief that the paper could be re-used as a guideline to develop other
robotic systems. Finally, the experimental tests conducted at the laboratories of Politecnico
di Torino and at the Molinette Hospital will be presented.

2. Application Requirements

The first step in the design of any mechatronic system is the definition of the spec-
ifications that must be fulfilled. To such an aim, the authors defined, in collaboration
with the non-profit organization Fondazione D.O.T. and the medical staff of Molinette
Hospital in Turin (Italy), a set of useful tasks on which a robotic assistant can be tested.
After a few brainstorming sessions and two on-site inspections of the hospital facilities,
two applications for the D.O.T. PAQUITOP mobile manipulator were identified:

1. D.O.T. PAQUITOP as a hospital assistant in the blood bank sited in the hematology
ward of Molinette Hospital. To comply with the legislation, two operators must per-
form a matching check between the patient and the blood bag during the transfusions.
The robotic platform could be adopted to perform the second check, by reading the
patient’s NFC tag and/or by interacting with him/her through a tablet, asking for
self-identification. Because all blood bags are provided with an NFC tag, the matching
check between the blood bag and the patient could be easily automated. Furthermore,
the robotic system could measure and store the vital parameters of the patients before,
during, and after blood collection or transfusion. Thus, a robotic assistant can be
adopted to lower the job pressure on the hospital staff and to increase the dataset of
vital sign parameters to help the diagnosis phase.

2. D.O.T. PAQUITOP as a robotic assistant for carrying tools and materials from one
point of the hospital to another. Indeed, logistics represents a critical duty in hospitals,
which is usually carried out by the medical staff; therefore, this contributes to the high
job pressure on the operators. As the first application, the mobile manipulator D.O.T.
PAQUITOP could be used in the hematology ward of Molinette Hospital to deliver
the blood bags from the blood collection room to the ward laboratory, which is located
on the other side of the facility. Moreover, the autonomous robot could be adopted
to pick up the kit for transfusion from the blood bank, located next to the laboratory,
and take it to the transfusion room, which is placed next to the blood collection room.
Even though this kind of need seems very specific and quite uncommon, hospital
facilities frequently suffer from poor placement of the rooms. This is particularly true
in the case of old buildings that have been designed for other activities.

From these tasks, specific requirements may be derived. First, to enable the effective
navigation of the robot inside the hospital rooms and to perform monitoring tasks while
avoiding obstacles, omnidirectional mobility is much more suited with respect to a car-like
or a differential drive locomotion. In fact, this enhanced mobility can be exploited to follow
a generic trajectory on the plane, while independently orienting the sensors toward the
patient. Moreover, a set of sensors for autonomous navigation, such as depth cameras,
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tracking cameras, LiDARs, or proximity sensors, must be included to enable the robot to
perceive the surrounding environment, which dynamically changes. Finally, to interact
with patients, the system must be provided with an HMI that needs to be easily accessible
to the user. Thanks to the collaboration with the non-profit organization Fondazione D.O.T.
and the medical staff of Molinette Hospital, the project is oriented to address, at first,
self-sufficient patients since they represent the majority of the patients that are treated with
blood transfusion in the hematology ward, with a percentage around 60%. If the overall
effectiveness of this solution is validated, the system can be further customized to be used
also with non-self-sufficient patients. Towards this implementation, possible strategies
could be the adoption of alternative HMIs or a reconfiguration of the robotic system to act
as a mobile data-collecting station to acquire and store the data coming from Bluetooth
wearable sensors, which usually are affected by limited communication distances.

Finally, the system needs to be designed on a modular architecture both from the
mechanical and software point of view to be easily customized with sensors and tools
depending on the specific application. The following sections describe the main features of
the D.O.T. PAQUITOP prototype.

3. D.O.T. PAQUITOP Mobile Manipulator

To address the previously presented requirements, the system has been conceived
of with a modular approach. Starting from the already prototyped PAQUITOP platform,
the system is provided with a commercial 6-dof collaborative robotic arm, the Kinova
Gen3lite, to enable the robot manipulation capability. The selection of the robotic arm was
guided by a trade-off among the weight, reachability, and mobility. To enable autonomous
navigation, mapping, localization, motion planning, and control are the fundamental points
to be addressed. For mapping and localization, the most commonly adopted strategies are
Simultaneous Localization And Mapping (SLAM) algorithms, which are based on range
sensors’ data, and Visual-SLAM (VSLAM) ones, which are based on camera images. The
most commonly adopted range sensor data are acquired by 2D and 3D LiDARs, depth
cameras, and ultrasonic sensors. These sensors use different methods to measure the
distance between the sensor itself and the surrounding obstacles. The D.O.T. PAQUITOP
prototype is provided with a 2D RPLidar A2 to acquire input data for SLAM [21] and
with a commercial tracking camera from Intel, named RealSense T265 [22], which includes
two fisheye lens sensors, an IMU, and an Intel® Movidius™ Myriad™ 2 VPU. Sensor
fusion algorithms are performed locally on the onboard VPU to estimate the pose of the
robot inside the environment. As an HMI, a commercial tablet is mounted on a custom
holder. When required, the robotic arm automatically picks up the tablet and offers it to
the user. Moreover, an RGB-D camera, the Intel RealSese L515 [23], is mounted on the
commercial robotic arm to provide the robot with a second point of view, which can be
both exploited for a more accurate scanning of the environment and for the development of
more advanced autonomous pick and place capabilities, which will be addressed in future
works. A representation of the overall system is presented in Figure 1a. All subsystems
communicate on an ROS infrastructure exploiting open-source libraries and state-of-the-art
algorithms for autonomous motion planning and control. The entire software architecture
for the mobile base motion planning and control, together with the algorithm for the
end-effector and the human–machine interface, is available as open-source at the link
https://github.com/Seromedises/dot-paquitop.git (accessed on 12 December 2022). In the
following sections, all the main components of the mobile manipulator are described.

https://github.com/Seromedises/dot-paquitop.git
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Figure 1. Rendering of the D.O.T. PAQUITOP prototype: (a) main components; (b) base platform de-
tails.

3.1. The PAQUITOP Mobile Platform

The system was conceived of around the PAQUITOP platform, an omnidirectional
platform suspended on four wheels: two standard off-center passive castor wheels and
two driven wheels, which are also provided with a steering degree of freedom (locomotion
units) [15]. On the one hand, such a design choice yields several advantages related to
superior maneuverability and enhanced stability during highly dynamic motions [15]. On
the other hand, the presence of a redundant set of actuators implies the need for a careful
motion planning strategy, which must consider redundancy. A proper mechanical design
of the wheel suspensions has been developed in order to guarantee steady contact with
the floor and stability in all use conditions, even when the robot is passing over obstacles
or is performing curved trajectories [16]. Figure 1 shows a schematic representation of the
PAQUITOP prototype. Each locomotion unit is composed of a custom-designed motor
wheel installed on a steering axis actuated by a stepper motor through a pinion gear
transmission. Through the adoption of a hollow steering shaft and a slip ring, the motor
wheel can rotate infinitely around its steering axis.

Through the adoption of two locomotion units, the platform can follow a generic
2D velocity twist reference and, therefore, is characterized by omnidirectional mobility.
Because of this, high mobility is achieved through the re-orientation of the internal degrees
of freedom; the term pseudo-omnidirectional is used in the following to better describe
the platform’s mobility. Based on this kinematic structure, different locomotion strategies
can be implemented to control the motion of the platform. Figure 2 presents the main
actuation strategies that have been implemented on the base platform. Even if all these
categories can be generalized in the first one (Configuration I), it is interesting to examine
these cases to understand their properties and to select the best strategy according to the
needed performances. Regarding the kinematics analysis of the platform, the interested
reader is addressed to [15,16]. For the D.O.T. PAQUITOP project, the Configuration I has
been adopted for the autonomous mode because of the necessity to exhibit high mobility
in the plane of motion. Nevertheless, in the motion planning of autonomous tasks, the
longitudinal motion along the x-axis of the robot is encouraged when possible, through
specific weights, to exploit the dynamic advantage provided by the major axis during the
acceleration and deceleration phases.



Electronics 2023, 12, 268 5 of 14

Figure 2. Main locomotion strategies that could be implemented for the PAQUITOP pseudo-
omnidirectional platform: (a) general motion is achieved through the independent control of the
2 steering angles; (b) differential drive motion; (c) pure transnational motion; (d) car-like locomotion
with a front steering wheel; (e) car-like locomotion with a rear steering wheel; (f) car-like locomotion
with two steering wheels.

During teleoperation tasks, the platform commands are imparted through a radio
controller, the FrSky 2.4G ACCST Taranis X9D Plus. This kind of controller is usually
adopted in Unmanned Aircraft Systems (UASs); thus, it provides a good selection of
switches and controllers and a stable connection from a distance. In Figure 3, the layout of
the radio controller is presented along with the definition of the channel nomenclature for
data acquisition. All the signals from the controller are transmitted at 2.4GHz to the radio
receiver, which communicates with the µController through a serial bus.

Figure 3. Digital telemetry radio system layout.

A three-position switch is used as a mode selector: Base Manual Mode, Arm Manual
Mode, Automatic Mode. When the mode selector is in Base Manual Mode, a second switch
is used to select the locomotion strategy for the base platform: Configurations I, II,
IV.c. When Configuration I is selected, the right joystick is used to control the linear
velocity components with respect to the robot reference frame, while the angular velocity is
selected with the horizontal axis of the left joystick. When Configuration II is selected,
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the right joystick is used to control the linear velocity along the y-axis and the angular
velocity. Finally, when Configuration IV.c is selected, the right joystick is used to control
the linear velocity along the x-axis and the angular velocity.

To improve the controllability of the platform in Base Manual Mode, the joystick
commands are read and processed through an appropriate map function. The selected
function is a piecewise-defined function composed of I-order polynomials and a V-order
polynomial, as presented in Figure 4.

Figure 4. Map function adopted to process the joystick commands.

The resulting function is an odd function (the concept of reverse motion has no
meaning for an omnidirectional platform without a preferred moving direction), with
a very low gradient around the origin, which acts as a dead-band, and it is of class C1.
The use of a V-order function enables the choice of the coordinates of the control point
LIM, while keeping a continuous transition between the two polynomials. Moreover, the
function and its derivative are null at the origin. The adoption of an I-order polynomial is
beneficial to the user’s drive experience, and it does not compromise the resolution at which
the commands are defined. The function is fully defined once the maximum values INmax,
OUTmax and the ratios INlim/INmax, OUTlim/OUTmax are defined. The piecewise-defined
function can be written as:

OUT =


b1IN − b0 for IN ≤ −INlim

−(a5IN5 + a4IN4 + a3IN3) for − INlim ≤ IN ≤ 0
(a5IN5 + a4IN4 + a3IN3) for 0 ≤ IN ≤ INlim

b1IN + b0 for IN ≥ INlim

(1)

where:

b1 =
OUTmax − OUTlim

INmax − INlim

b0 = OUTmax − b1INmax

a3 = 2
OUTmax − 5b1INmax + 3b1INlim

IN3
lim

a4 = −15OUTmax − 15b1INmax + 8b1INlim

IN4
lim

a5 = 3
2OUTmax − 2b1INmax + b1INlim

IN5
lim

(2)



Electronics 2023, 12, 268 7 of 14

It is common practice to consider the limitations of the velocity of the wheels in the
joystick mapping function. However, in this application, there are no velocity limitations in
the desired velocity field, so no considerations have been made in this sense.

The motion control of the platform is performed on a Teensy 4.1 µController, which
receives the command velocity twist of the platform and computes the inverse kinematics
to evaluate the reference values for the actuators, which are controlled through closed-loop
control systems. The velocity inputs can be imparted by an operator through a remote
controller or by the autonomous navigation architecture through a serial communication
bus that connects the µController to the onboard PC. Moreover, the platform is provided
with eight proximity sensor systems. Each unit is composed of an ultrasonic sensor
to detect obstacles around the platform and a laser-based sensor titled downwards to
act as a cliff detector. All these measurements are used to ensure redundancy towards
collision avoidance. On this topic, future work will focus on signal processing and collision
avoidance strategies, which are under development.

3.2. Robotic Arm

To effectively interact with the surrounding environment, the system is provided
with a collaborative robotic arm mounted on the PAQUITOP platform. The choice of a
commercial collaborative manipulator was made by looking for a convenient compromise
of the cost, performance, and weight. The selected robotic arm is the Kinova Gen3lite, a
six-degree-of-freedom manipulator with an onboard controller. The mounting position
and orientation of the robotic arm with respect to the base platform have been deeply
investigated in previous works [18,19]. As a result of those studies, the robotic arm is
mounted in an off-centered position with respect to the base footprint of the platform. On
the one hand, this is fundamental to effectively performing a specific task, such as pushing
a lift button or reaching out to manipulate objects on a table. On the other hand, because of
the limited weight of the platform (similar to the one of the robotic arm), which makes it
particularly suitable for a collaborative workspace, special attention must be paid to the
stability of the whole system, which can be jeopardized under particular motion conditions.
This topic is beyond the scope of this study, but it will be addressed in future investigations.

The commercial robot has been integrated into the system through its native soft-
ware infrastructure provided by the manufacturer. In addition to the platform, the robotic
arm can be commanded in different ways. When the mode selector of the radio con-
troller is in Arm Manual Mode, the second switch is used to select different working config-
urations: EE Pure Translation, EE Pure Rotation, Arm Rest pose. When EE Pure
Translation is selected, the right joystick is used to move the End-Effector (EE) on a plane
at a constant height from the ground, while the left joystick is used to move the EE in the
vertical direction. When EE Pure Rotation is selected, the controllers are used to tilt the
EE, while keeping the end-effector frame origin fixed in space. In these cases, the angles
of the joystick are converted into 3D velocity twists through the aforementioned mapping
function (1). Then, the numerical inverse kinematics of the robotic arm is computed, and
the joint velocities commands are sent to the built-in actuators’ controller. To simplify the
arm retracting action, an automatic procedure is activated when Arm Rest pose is selected.
This procedure retracts the robotic arm to the rest position, presented in Figure 1a. This
configuration is beneficial during navigation because it lowers the center of mass of the
system, thus improving the dynamic stability of the robot. Two automatic procedures
have been implemented to extend the HMI or specific sensors toward the user and to
retract them when requested. These actions can be commanded by the switches on the
radio controller or through buttons on the HMI, but the same logic could be applied to an
unconventional HMI such as gesture-based, eye-gaze-based, or voice-based ones.

To fully perceive and obtain information from the surroundings, exteroceptive sensors
must be adopted. To provide this information, an RGB-D camera, the Intel RealSense
L515, is mounted on the sixth link of the manipulator. The data are processed to generate
depth cloud points as outputs that represent the entire field of view area. With the use
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of image recognition techniques, the camera both recognizes the object and calculates an
associated reference frame. Once the posture of the robot is known, this information can
be converted into the position and orientation of the object with respect to the base frame
of the robot, allowing it to reach the object and interact with it. As mentioned before, this
sensor has been included for the future development of more advanced autonomous pick
and place capabilities.

3.3. Application-Oriented Sensors

The aforementioned system may be seen as a general-purpose mobile manipulator
for indoor applications. To effectively provide assistance in hospital environments, the
D.O.T. PAQUITOP robot must be customized with task-oriented sensors. As presented
in Section 2, the prototype may be adopted to measure and store the vital parameters of
patients before, during, and after blood collection or transfusion or during the day in an
inpatient facility of the hospital. For this task, many devices could be adopted. To speed
up the prototyping phase, the selection of measuring systems has been oriented towards
open-source solutions, such as HealthyPi, an open vital sign monitoring development kit,
or academic projects such as [24,25]. These kinds of kits are usually composed of a pulse
oximeter, sensors for Electrocardiogram (ECG) data, heart rate and heart rate variability,
respiration frequency, and body temperature measurements. At this stage of the D.O.T.
PAQUITOP project, the focus is on the validation of the effectiveness of this robotic assistant
in the hospital environment. Future investigations will focus on clinical trials to test the
accuracy of different measuring systems. Another important feature to be implemented is
the ability to perform the matching check between the blood bag and the patient. Since
both the blood bag and the patient at Molinette Hospital are provided with an NFC tag,
this matching check can be easily automated, through proper NFC readers connected to the
onboard PC. The sensors for vital measuring parameters and the NFC readers are installed
on the HMI holder and deployed by the robotic arm when necessary.

3.4. Control Architecture

In order to be properly controlled, both in manual and autonomous mode, the follow-
ing control architecture has been conceived of and implemented. The control architecture
could be seen as composed of two modules: low-level and high-level. The low-level control
system collects all hardware and software components that are required to effectively
control the base functionalities of the robot. The term is used in contrast with the high-level
control architecture, which provides the platform features such as autonomous navigation,
feature recognition, task execution, robotic arm control, and communications through a
custom Human–Machine Interface (HMI).

The low-level control module was conceived of around a USB-based µController
development unit, the Teensy 4.1 by PJRC, which is programmed to read the inputs from
the radio controller (remote control mode) or the onboard PC (autonomous mode), to
compute the inverse kinematics according to the working configuration selected, to close
the loop control on the actuated degrees of freedom, and to check the presence of obstacles
through the feedback given by the proximity sensors module. A schematic representation
of this control architecture is presented in Figure 5.

Regarding high-level control, a framework based on the Robot Operating System
(ROS), the de facto standard in service robotics applications, was adopted for all tasks
implemented on the onboard PC, an NVIDIA Jetson Nano. In particular, an activity
manager is responsible for receiving the inputs from the HMI, and based on the current
state of the robot, it activates certain operations. A schematic representation of the high-
level control architecture is presented in Figure 6.

A detailed description of the control architecture is beyond the scope of this article,
but further documentation will be uploaded to the shared GitHub folder.
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Figure 5. Schematic representation of the Low-Level Control Architecture (L-LCA).

Figure 6. Schematic representation of the High-Level Control Architecture (H-LCA).
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4. Experimental Tests

To experimentally prove the effectiveness of the proposed mobile manipulator, first, a
preliminary demonstration was conducted in the Politecnico di Torino laboratories. This
environment presents some similarities to the hospital one, where the final demonstration
took place at the end of July 2022. In fact, both spaces are characterized by rectangular
rooms connected by straight corridors. To simulate the transfusion seats, two stations
were prepared. Each station was composed of a seat, with a height similar to the hospital
seat, and a vertical rod, which simulates the IV pole that holds the blood bag. Since
the capabilities needed for Application 2 (Section 2) are included in those required for
Application 1, this preliminary demo simulates only the first scenario. In order to avoid
issues related to the patients’ sensitive data, the hospital dataset related to the NFC tag
was not used. On the contrary, a facsimile dataset was created and connected to ArUco
Markers [26]. In this dataset, each patient is associated with a unique code. A second
dataset collects all the identifiers of the blood bags, and a third one collects the pairs of
identifiers that represent the patient and the associated blood bag. The ArUco Markers are
placed in the same position as the NFC tags: one on the blood bag and the other on the
patient’s wrist. Thus, with the correct NFC reader and the required permissions, the system
could be integrated into the hospital’s IT network. In the following, a brief description of
the experimental test is detailed.

In the setup phase, the D.O.T. PAQUITOP mobile manipulator was manually driven
through the different rooms, and the positions of the stations were saved with respect to the
starting point, where a docking station for recharging could eventually be placed. During
the experimental test, the mobile manipulator was asked to autonomously navigate from a
starting point to the first station. Once it arrives, the blood bag identifier is read and saved.
Then, PAQUITOP autonomously takes the HMI from its support on the base platform and
lifts it toward the patient to start the interaction. Figure 7 presents the human–machine
interface developed for this validation test. After a brief presentation, the robot asks the
patient to show his/her identifier to perform the matching check. When the identifier is
detected and read, the gray button on the HMI turns green and the text on the button
updates to provide positive feedback to the user (e.g., “Hi Name of the Patient!”). Later, the
robot asks the patient if he/she needs help. If so, the request is saved and reported to the
medical staff. For now, the body temperature of the patient is measured through a thermal
camera connected to the onboard PC and installed close to the RGB-D camera. In the future,
different measuring systems, such as those presented in Section 3.3, will be tested. The
data are acquired after the patient presses the blue button on the HMI. In the future, an
autonomous procedure, based on image recognition techniques, could be implemented to
perform this task. When the acquisition is complete, the robot navigates to the next station
and performs the same operations. When all stations are covered, the robot returns to the
starting point and generates a report for the medical staff.

This experimental test was performed multiple times to qualitatively validate the
robustness of the D.O.T. PAQUITOP concept and implementation. Figure 8 presents the
mapped environment with the simulated stations and the performed tasks. From the
starting point (h), the robot autonomously navigates to the first station (s1), where it
performs the matching check and interacts with the patient through the HMI. Then, it
repeats these operation at station s2, and it returns to the home position (h). At each station,
the blood bag identifier is read (sX.1), the HMI is deployed towards the user (sX.2), the
matching check between the blood bag and the patient is performed (sX.3), and finally, the
patient can interact through the HMI presented before. In this experimental phase, the
mobile manipulator was proven to be successful in all the tries.
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Figure 7. HMI developed for the experimental test.

Figure 8. Synthetic representation of the experimental demo: (h) home position representing the
future charging station; (s1), (s2) two stations for transfusion; (sX.1) the robot detects the blood bag
identifier; (sX.2) the robot deploys the HMI towards the user; (sX.3) the robot performs the matching
check and interacts with the patient through the HMI.
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At the end of July, 2022, in the hematology ward at Molinette Hospital, a qualitative
validation test was performed to prove the effectiveness of the robot in the real application
environment. At the hospital, the same sequence was performed with one of the project
team members acting as a patient on a transfusion seat (Figure 9). The previously described
procedure was tested five times with two stations. During the tests, the robot reached
the desired position in front of the transfusion seat and correctly deployed and oriented
the HMI toward the patient. Therefore, the tests can be considered successful. Moreover,
the limited footprint of the robot and its omnidirectional mobility played key roles in the
navigation in such a cluttered environment. Nevertheless, some drawbacks are highlighted.
In particular, because of the geometry of the obstacles inside the hospital ward, a 2D
Lidar for obstacle avoidance may not be enough in every situation. For this reason, future
improvements will focus on the 3D representation of the environment.

Figure 9. D.O.T. PAQUITOP mobile manipulator during the validation test at the hematology ward,
Molinette Hospital: (a) D.O.T. PAQUITOP approaching the transfusion seat; (b) D.O.T. PAQUITOP
interacting with the patient; (c) D.O.T. PAQUITOP navigating through the hospital ward.

5. Conclusions

The use of robotic technologies for caregiving and assistance has become a very
interesting research topic in the field of robotics. In particular, service robotics is gaining the
ever-growing interest of markets, industries, and researchers. The use of these technologies
in the caregiving sector could relieve the pressure on hospital operators, providing basic
assistance that does not require advanced skills and expertise. In this scenario, this paper
presented D.O.T. PAQUITOP, a mobile manipulator for autonomous applications in the
field of hospital assistance. This project has been created in collaboration with the non-profit
organization Fondazione D.O.T. and the medical staff of Molinette Hospital in Turin (Italy).
Through this collaboration, two main applications have been identified for the D.O.T.
PAQUITOP prototype. In the first one, the robot is adopted to help the operators of the
blood bank of the hospital during transfusions, while in the second on,e the robot is used to
transport tools and samples from one place of the ward to another, relieving the pressure of
the job on the human staff. The mobile robot is composed of an omnidirectional platform,
named PAQUITOP, a commercial 6-dof robotic arm, sensors for vital sign monitoring, and
a tablet to interact with the user.

The robot has been fully prototyped and qualitatively tested in the laboratories of
the Politecnico di Torino and at the hematology ward at Molinette Hospital. During these
tests, the robot proved to be successful in the execution of the requested tasks, while some
limitations were highlighted. Now that the effectiveness of the solution has been tested,
future developments will focus on the 3D representation of the environment to improve
the obstacle avoidance during the robotic arm motions, on a deeper analysis of the human–
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machine interaction, and on the customization of the robot’s sensors to address different
assistive tasks.
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