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Abstract

:

The use of resource-constrained devices is rising nowadays, and these devices mostly operate with sensitive data. Consequently, security is a key issue for these devices. In this paper, we propose a compact ECC (elliptic curve cryptography) architecture for resource-constrained devices based on López–Dahab (LD) projective point arithmetic operations on GF(2m). To achieve an efficient area-power hardware ECC implementation, an efficient digit-serial multiplier is developed. The proposed multiplier is built on a Bivariate Polynomial Basis representation and a modified Radix-n Interleaved Multiplication (mRnIM) method (for area and power complexities reduction). Furthermore, the LD-Montgomery point multiplication algorithm is adjusted for accurate scheduling in the compact ECC architecture to eliminate data reliance and improve signal management. Meanwhile, the area complexity is reduced by reuse of resources, and clock gating and asynchronous counter are exploited to reduce the power consumption. Finally, the proposed compact ECC architecture is implemented over GF(2m) (m = 163, 233, 283, 409, and 571) on Xilinx FPGAs’ (Field-Programmable Gate Array) Virtex 5, Virtex 6, and Virtex 7, showing that the efficiency of this design outperforms to date when compared to reported works individually. It utilizes less area and consumes low power. The FPGA results clearly demonstrate that the proposed ECC architecture is appropriate for constraint-resources devices.






Keywords:


ECC; point multiplication; Finite Field arithmetic; digit-serial multiplier; Radix-n Interleaved Multiplication (RnIM); FPGA; resource-constrained devices; area; power; efficiency












1. Introduction


The number of IoT (Internet of Things) hardware boards has increased considerably in recent years as a result of advancements in System-on-Chip (SoC) technology in terms of energy consumption and processing capacity, allowing them to deliver computer-like capabilities. Nonetheless, most IoT nodes include small computing devices capable of performing specialized functions as well as network communications through the Internet. These devices like cell phones, personal digital assistants (PDAs), embedded systems, sensors, and smart cards have all played an important role in human life and have become an inseparable part of the contemporary world. As these devices have severely restricted processing power, memory, and battery life resources, they may be exposed to a wide range of security threats and breaches. Furthermore, when dealing with sensitive data, the integrity of the services and the dependability of the technology they supply become a rising worry. Since the security vulnerability has not been properly rectified, such devices are vulnerable to cyber threats. Traditional public key encryption has long been seen as inadequate due to the substantial overhead it imposes on resource-constrained devices [1]. Nonetheless, ECC has lately been used in many applications due to its various benefits over traditional public key encryption systems [2]. The fact that ECC delivers a very high level of security while using fewer resources has drawn the attention of the scientific community [3,4]. As a result, ECC is currently used in a variety of security services, including key exchange, authentication, and digital signature [5,6]. To implement ECC, prime fields   G F     Z   p       can be used [7,8] or binary fields   G F (   2   m   )  . The use of   G F     2   m       or   G F     Z   p       fields as the basis of the ECC system is based on the desired performance. The   G F (   2   m   )  -based processor outperforms   G F     Z   p       in terms of area, latency, and power consumption [9]. There are many available algorithms for the point multiplication, but the most used the Montgomery Algorithm where the point doubling (PD) and point addition (PA) are executed separately.



1.1. Existing Works


Many efforts have been made to achieve an efficient hardware ECC implementation. These works can be broken down into two broad categories: system-level and component level which are explained below.



	
System-level relates mostly to the ECC system’s implementation. Some significant ECC hardware implementation are provided below.






In 2013, Sutter et al. presented an architecture for EC scalar point multiplication that is appropriate for applications that may require a speed–area trade-off [10]. They reorganized and reordered the critical path of the multiplication and division operations in order to examine the resulting performance and discover the optimal digit size. In 2015, Khan et al. presented a combined Montgomery point multiplication (MPM) algorithm to accomplish low-latency ECC point multiplication through the use of novel pipelined full- precision parallel multipliers over GF(2m) [11]. They used careful point operation scheduling and clever pipelining in the ECC design to decrease the latency by eliminating MPM data dependencies.



In 2016, Li et al. developed a Montgomery ladder method-based high-performance hardware implementation architecture for EC scalar multiplication over binary fields using polynomial basis for Finite Field (FF) arithmetic [12]. The suggested architecture employed a single Karatsuba multiplier with no idle cycle to improve FF multiplication speed while using little hardware resources, while other FF operations were executed in parallel. In the same year, the authors of [13] presented a Montgomery ladder scalar multiplication for binary elliptic curve cryptography. An efficient Itoh–Tsujii algorithm-based field inversion architecture and 3-pipelined digit-serial multipliers were used. In 2017, Khan et al. developed a modified López–Dahab MPM technique with careful scheduling to reduce data dependence in [14]. They also introduced a new pipelined bit-parallel multiplier to minimize latency. Two-stage pipelined full-precision multipliers in high-performance ECC (HPECC) and one-stage multipliers in low-latency ECC (LLECC) designs with careful scheduling are introduced.



In 2019, Imran et al. [15] presented a pipelined system to speed up elliptic curve cryptography point multiplication. This is accomplished by: pipelining the arithmetic unit which initially reduces critical path delay. Second, by carefully timing PA–PD operations to save clock cycles. In the same year, Harb et al. proposed a small elliptic curve crypto-graphic core over GF(2m) for limited-resource embedded applications [16]. The ROM-based state machine-based iterative architecture executed the design. In 2022, the authors in [17] developed an efficient large field-size ECC processor hardware implementation. They suggested an MPM technique to enhance resource consumption efficiency and ECC processor signal flow. In 2023, Nadikuda et al. developed a modified Montgomery ladder technique to decrease point multiplication clock cycles [18]. By shifting, reducing, and using NAND gates to compute the partial products, an oriented area/latency digit-serial multiplier was produced. In the same year, Amer et al. [19] developed a new hardware architecture for a compact ECC crypto processor GF(2233). An iterative bit–serial GF(2m) multiplier performed polynomial coefficient multiplication, modular squares, and inversion operations.



More recently, Rashid et al. suggested an efficient area-optimized ECC architecture for large fields [20]. With 4-split polynomials, the authors presented a hybrid Karatsuba multiplier. General Karatsuba and schoolbook multiplication methods are used in the multiplier. Finally, the authors in [21] proposes an FPGA-based area/speed-efficient ECC processor. The authors suggested an efficient digit-serial multiplier with careful Montgomery PM algorithm management for large fields. The k-way overlap-free Karatsuba algorithm and RnIM are used to build the suggested multiplier.



	
Component-level.






In light of the preceding discussion, the primary implementation of an efficient point multiplication relies on a rigorous examination of FF arithmetic operations: FF squaring, FF addition, FF multiplication, and FF inversion. Thus, in   G F     2   m     ,   polynomial addition can be implemented by bitwise XORing. However, the most time-sensitive and resource-intensive FF operations are FF multiplication and FF inversion. FF multiplication may be used to perform the FF inversion, therefore the performance of the ECC processor design is strongly related to an efficient modular multiplication structure. Many works used digit-serial FF multipliers to improve area and delay complexity. The most relevant are presented in [22,23,24,25,26]. Pipelining stages are commonly used to boost clock frequency at the price of a few more clock cycles and area overheads; these works utilized either big-size or parallel multipliers at the penalty of higher area complexity. Furthermore, if the instructions have data dependencies, the multiplier pipelining steps will cause idle cycles at the PM level. Therefore, in order to get the most out of pipelining, careful scheduling is essential.




1.2. Research Gap


In daily life, resource-constrained devices, such as wireless sensor nodes, are widely used. Several cryptographic techniques have been investigated to ensure the security of such devices, including ECC. In today’s cyber-physical world, ECC has gained enormous popularity as an important method of implementing asymmetric encryption. Due to the limited memory and power budget of embedded devices, it is necessary to develop special systems and algorithms for ECC on desired hardware architectures and platforms. However, several architectural methods have been used to improve the efficiency of ECC, including pipeline, parallelism, and many types of GF(2m) multipliers (bit-parallel, digit-parallel, digit-serial, etc.). Nevertheless, most of these designs are not suitable for resource-constrained devices due to the greater area complexity they introduce (most implementations focus on speed). Facing this challenge, in this paper, we propose an efficient area-power ECC implementation over GF(2m) (m = 163, 233, 283, 409, and 571).




1.3. Main Contributions


This paper’s significant contributions are listed below:




	
An efficient GF(2m) digit-serial multiplier based on Bivariate Polynomial Basis representation and mRnIM to reduce booth area and power.



	
An efficient ECC architecture based on a multiplier targeting the resource-constrained devices.



	
FF operations are built in parallel with the FF multiplier by rearrangement and restructuring of the López–Dahab algorithm.



	
An optimized MPM algorithm is used to minimize unnecessary latency/area use.



	
Asynchronous counters and clock gating are used to minimize power consumption.



	
Xilinx ISE timing closure techniques are used to achieve the best possible high-performance results. The experimental results using FPGA (virtex 7) show the efficiency is about 31%, 18%, 10%, 8%, and 3% compared to the best previous work using GF(2163), GF(2233), GF(2283), GF(2409), and GF(2571), respectively. This has been achieved while the area usage is about 27.43%, 58.47%, and 9.52% less than the best previous work using GF(2163), GF(2283), and GF(2409), respectively.



	
Finally, our design used a time-invariant method for each module—including Fermat’s little theorem for field inversion—to complete the point multiplication in constant time, providing security against side-channel attacks.









1.4. Organization


This article is structured as follows. Section 2 presents the background of ECC and associated arithmetic operations over GF(2m). Our proposed digit-serial GF(2m) multiplier is presented in Section 3. Section 4 presents the suggested hardware processor architecture for elliptic curves over binary fields. Section 4 also discusses the planned scheduling and other relevant improvements. Section 5 presents a thorough performance study and comparison of the proposed structure with the respective ECC implementations. Finally, Section 6 summarizes the important points and emphasizes the value of the research.





2. ECC over GF(2m) Background


A non-super singular elliptic curve equation is defined in the field GF(2m) with characteristic 2 as [24]:


    E : y   2   + x y =   x   3   + a   x   2   + b  



(1)




with   a , b , x , y ∈ G F     2   m     , b ≠ 0  .



Given a base point P on the curve, and a positive integer k, computing Q = KP is called scalar multiplication. The result Q is another point on the elliptic curve. The implementation hierarchy of the ECC system over the binary field GF(2m) is presented in Figure 1.



From Figure 1, scalar multiplication and ECC group operations, for example, PA and PD, are the buildings blocks of elliptic curve cryptographic schemes such as ECDSA (Elliptic Curve Digital Signature Algorithm) and ECDH (Elliptic Curve Diffie–Hellman). PA and PD are contain a series of FF arithmetic operations such as field inversion, multiplication, squaring, and addition. The bottom level contain finite-field arithmetic units, which are crucial for the overall performance of an ECC implementation.



PA and PD in affine representation include a field inversion and many field multiplication operations. Projective coordinates can be utilized to address the issue of inversion cost in ECC implementation. The most popular projective coordinate systems are: standard coordinates, Jacobians coordinates, and López–Dahab (LD) coordinates. The López-Dahab algorithm [27] is the most commonly used algorithm for the binary field GF(2m) implementation because it is a natural extension to the binary case of the so-called Montgomery ladder algorithm, which is particularly suited for hardware implementation because PA and PD data are independent [28,29]. The projective point (X: Y: Z) with   Z ≠ 0  , in LD projective coordinates, corresponds to the affine coordinates:


  x =   X   Z   ;   y =   Y     Z   2      



(2)







Hence, using (1) and (2), the projective form of the Weierstrass equation of the elliptic curve becomes:


    Y   2   + X Y Z =   X   3   Z + a   X   2     Z   2   + b   Z   4    



(3)








3. Proposed Digit-Serial Multiplier


In this section, we use the BPB decomposition approach and RnIM method to derive an efficient digit-serial multiplier.



3.1. Bivariate Polynomial Basis (BPB) Representation Approach


The representation of the polynomial A(x)   ∈ G F (   2   m   )   has a degree   ≤   m, that is,   A   x   =   a   m − 1     x   m − 1   … … … +   a   1   x +   a   0     with     a   i   ∈   { 1 ,   0 }  . The bit-vector (    a   m − 1    ,     a   m − 2    , ……,     a   1    ,     a   0    ) of length m is commonly used to represent the element A.



Let f(x) be an irreducible trinomial in GF(2m) of the form   f   x   =   x   m   +   x   a   + 1   with   1 ≤ a ≤ ( m + 1 ) / 2  . Using Bivariate Polynomial Basis (BPB) representation, multiplication of A and B in GF(2m) is obtained by computing:


  C   x   = A   x   B   x   m o d   f ( x )  



(4)




where C(x) is a polynomial of degree m − 1, representing the element   C ∈ G F (   2   m   )  . In order to realize digit-serial multiplication in the field, let   y =   x   k     where   k < m  , then, we can interleave the polynomial A(x) and B(x) as:


  A ( x ) =   a   0   +   a   1   x + ⋯ +   a   m − 1     x   m − 1   =   A   0   +   A   1   x + ⋯ +   A   k − 1     x   k − 1   =   ∑  i = 0   k − 1      A   i     x   i      



(5)






  B   x   =   b   0   +   b   1   x + ⋯ +   b   m − 1     x   m − 1   =   B   0   +   B   1   x + ⋯ +   B   k − 1     x   k − 1   =   ∑  i = 0   k − 1      B   i     x   i      



(6)




where     A   i     and     B   i     for   i   ∈ [ 0 , k − 1 ]   are     m   k   − 1   bit polynomials in variable y and can be written as     A   i   =   ∑  j = 0     m   k   − 1      a   i + k j     y   j     ;     B   i   =   ∑  j = 0     m   k   − 1      b   i + k j     y   j      .



When m is not divisible by k, A and B are padded by r-bit zeros at the least significant bit to satisfy the definition of the BPB, knowing that   m o d ( r + m , k ) = 0  .



To design an efficient digit-serial multiplier by using BPB, the irreducible trinomial in GF(2m) is modified as follows:


   f ′    x   =   x   r   f   x   =     x   r   ( x   m   +   x   a   + 1 ) =   x   r + m   +   x   r + a   +   x   r    



(7)








3.2. Digit-Serial Multiplier Algorithm and Design


Based on BPB representation approach, the multiplication of A(x) and B(x) can be expressed as:


   C = A ( x ) B ( x ) m o d   F   x   = A ( x )     B   0   +   B   1   x + ⋯ +   B   k − 1     x   k − 1     m o d    f ′  ( x )    =   A B   0   +   A B   1   x + ⋯ + A   B   k − 1     x   k − 1     m o d    f ′  ( x )   



(8)







Since   y =   x   k   ,   we can obtain:


     A   ( 1 )   = A x =     A   0   +   A   1   x + ⋯ +   A   k − 1     x   k − 1     x   m o d ( y +   x   k   )    =   A   k − 1     x   k   +   A   0   x +   A   1     x   2   + ⋯ +   A   k − 2     x   k − 1      =   A   k − 1   y +   A   0   x +   A   1     x   2   + ⋯ +   A   k − 2     x   k − 1     



(9)







Hence for   i   ∈ [ 1 , k − 1 ]  ,     A   ( i )     can be expressed as:


    A   ( i )   =   A x   i   m o d   y +   x   k     =   A   k − 1   y +   ∑  j = 0   k − 2      A   j     x   i + j      



(10)




where   y +   x   k     is based on the definition of   y =   x   k    .



The following multiplication structure has been derived from the aforementioned formulas:


          C   0           C   1         ⋮       ⋮       ⋮         C   k − 1         =         A   0           A   1         ⋮       ⋮       ⋮         A   k − 1                   A   k − 1   y         A   0         ⋮       ⋮       ⋮         A   k − 2                   A   k − 2   y         A   k − 1   y       ⋮       ⋮       ⋮         A   k − 3                 …       …       …       …       …       …               …       …       …       …       …       …                   A   1   y         A   2   y       …       …       …         A   0                 B   0           B   1         ⋮       ⋮       ⋮         B   k − 1          











For:


     C   0   =   A   0     B   0   =     ∑  j = 0     m   k   − 1      a   k j     y   j           ∑  j = 0     m   k   − 1      b   k j     y   j       =        a   0   +   a   k   y +   a   2 k     y   2   + … +   a   m − k     y     m   k   − 1         b   0   +   b   k   y +   b   2 k     y   2   + … +   b   m − k     y     m   k   − 1     =     c   00   + c   01   y +   c   02     y   2   + … +   c     m   k   − 1     y     m   k   − 1    ,  



(11)




where we can define   F   x   =   x   m − 1   +   x   a   + 1 =   y   m / k   +   x   a + 1   + x   to reduce the coefficient     C   0   =   A   0     B   0    .



Figure 2 depicts the suggested multiplier structure. It can be observed that A(x) and B(x) in GF(2m), by using BPB representation, are split into k sub-vectors (Ai, Bi) of (m/k) bits where (  i ∈ [ 0 ,   k − 1 ]  ). Then, using an mRnIM approach, the multiplication over polynomial lengths of ((m/k) − 1) bits is obtained. mRnIM is used to reduce the multiplier complexity.



We derive mRnIM from R2IM (Radix-2 Interleaved Modular Multiplication). It works on groups of       d = log   2    ⁡    n       bits of     B   j    , where each group represents one of n-possible values, as presented in Table 1 for n = 8.



mRnIM is defined as an iterative XOR of an accumulator P and the partial products       A   i     B   j   d    , where     B   j   d     are d-bit of a multiplier     B   j    . P is d-bit left-shifted, in every step, and then is reduced modulo F’. Depending on the d-bit of a multiplier     B   j    , the accumulator P is conditionally XORED to the product (    A   i     B   j   d    ). As shown in Table 1, the mRnIM technique decreases the overall iteration number from m/k to m/dk. As a consequence, multiplication time and required clock cycles are significantly reduced.



Algorithm 1 describes the mRnIM technique. The mRnIM method processes d-bits of a multiplier at a time, either shifting from MSB to LSB or vice versa. The potential partial products can be identified using d-bit regroupment: 0, 1, x, (x + 1),…,     ∑  j = 0   d − 1      x   j      . Algorithm 1 involves three major operations given as follows:




	○

	
(d-bit left shift mod F′) operation, as specified in step 5.2.




	○

	
Selecting the input to be XORED to the accumulator P based on the     B   i   d     B   i   d − 1     bits of a multiplier     B   i     (step 5.3).




	○

	
XOR operation is specified in step 5.4.















	Algorithm 1. Modifed Radix-n   G F (   2   m / k   )   Interleaved Multiplication algorithm.



	
	
Input:     A   i   =     a     m   k   − 1   ;   a     m   k   − 2   ; … … ;   a   0     ,     B   i   =     b     m   k   − 1   ;   b     m   k   − 2   ; … … ;   b   0      ; d



	
Output:   P =   A   i     B   i     m o d   F ( x )  



	
Define;   P =   ∑  i = 0   2   m   k   − 2      p   i       x   i   ;    //     p   i   = 0  



	
Define;       E   i   1   = S H L     A   i   , 1    ,     E   i   2   =   E   i   1   ⨁   A   i    ,……,      E   i   n − 1   =   E   i   n − 2   ⨁   E   i   n − 3    ;   j =   m   k   − 1  ;



	
Multiplication step




	5.1.

	
For i =     m   k d     − 1 to 0 loop




	5.2.

	
  P = S H L   P , d     m o d    F ′    ;  //   m o d u l a r   d o u b l i n g  




	5.3.

	
Switch (    B   i   j   . .   B   i   j − d   )   {




	
Case (0):   O = ( o t h e r s =  > ′   0 ′  ) ;  



	
Case (1):   O =   A   i   ;  



	
Case (2):   O =   E   i   1   ;  



	
….



	
Case (n):   O =   E   i   n − 1   ;  };









	5.4.

	
  P =   P ⨁ O     m o d    F ′  ;    




	5.5.

	
  j = j − n ;  




	5.6.

	
  E n d   f o r  









	
Return P













Figure 3 shows the mRnIM multiplication architecture. The shift-left operations are represented by <<n in the design.




3.3. Design Space Complexity


To compute the partial products, the suggested multiplier employs k mRnIM. Hence, the computation of the partial products involves   ( n − d − 1 )  (    m   k   − 1  ) XOR gates to calculate the precomputed values and one n:1 MUX (    S   n × 1   m u x    ) to select one of them. Moreover, (n − 1) number of     S   2 × 1   m u x     are used to construct the n:1 MUX. One     S   2 × 1   m u x     consists of two AND gates, one inverter gate, and one OR gate. Therefore, the space multiplier complexity (    S   m   M u l    ) can be calculated as follows:


     S   m   M u l   = k     n − d − 1       m   k   − 1   X O R +   S   n × 1   m u x        = k     n − d − 1       m   k   − 1   X O R +   n − 1     S   2 × 1   m u x        = k     n − d − 1       m   k   − 1   X O R +   n − 1   ( 2 A N D + O R + I N V )     



(12)







Due to processing d multiplier bits, (n − 2) values noted     E   i   w     where   i   ∈   0 ,   k − 1     and   w ∈ [ 1 ,   n − 2 ]   are precomputed (step 5). Furthermore, in each iteration of step 5.2, one substep in 5.3 is performed. As a result, steps 5.2, 5.3, and 5.4 define the total data path. Therefore,       2 T   ⨁   +   1 T   m u x       m   k d     is the time necessary to complete the computation of partial products, where     m   k d     represents the latency of the multiplier (    T   ⨁     indicates the delay time of an XOR gate). Consequently, the time complexity (    D   m   M u l    ) of the multiplier is defined below:


    D   m   M u l   = (   2 T   ⨁   +   1 T   m u x   )   m   k d    



(13)







To further validate the efficacy of the proposed design strategy, we have also synthesized the proposed digit-serial structure. Based on trinomial f’(x), we have coded the proposed design by Xilinx ISE 14.7 (Virtex 7-FPGA device). Table 2 summarizes the implementation results (area, time, area-delay product (ADP), and power) of BPB-mRnIM over GF(2m) (m = 163, 233, 283, 409, and 571).



As demonstrated in Table 2, the suggested multiplier (BPB-mRnIM) has a low power consumption, which is advantageous to resource-constrained devices. During the self-test at 50 MHz, BPB-mRnIM over GF(2571) consumes only 16.40 mW, 18.18 mW, and 20.45 mW when d = 4, 6, and 8 for k = 6, respectively. Furthermore as shown in Table 2, the lower ADP for   m ≥ 283   is attained when (k,d) = (6.8).





4. Low-Cost ECC Processor Design and Implementation


The low-cost ECC processor computation operations were carried out over GF(2m) with m = 163, 233, 283, 409, 571. The architectural design characteristics of our proposed design are discussed in the subsections that follow.



4.1. Low-Cost ECC Processor Design


The ECC design provided here is based on the use of projective coordinates, as seen in Figure 4. The fundamental goal of the design is to make use of the known concurrency in the point multiplication process in order to improve the efficiency of ECC while minimizing resource consumption. An input/output unit, an affine to projective unit, a projective to affine unit, a computation unit, an efficient arithmetic unit, and a specialized control unit comprise the design. The National Institute of Standards and Technology (NIST) was used to establish the initial curve parameters for the suggested design.




4.2. Processor Implementation


The suggested hardware architecture comprises of components that operate continuously. Scalar point multiplication operations are performed with the help of reliant on and no reliant operations. They can run concurrently or sequentially. This strategy will be used for all units. As shown in Figure 4, our suggested ECC processor for MPM employs one BPB-mRnIM multiplier to achieve the smallest area. The essential components of the ECC architecture will be discussed in detail in this section.



4.2.1. Bus Interface Unit


The input operands and final results are split into smaller bit length words of 8 bits in order to reduce input and output lengths and enable a word-by-word operation. The bus interface unit is controlled by four signals in the proposed design: start, reset, mode, and clock. The “mode” signal is used to configure the ECC processor and define the security requirements. As a consequence, the number of computing cycles required is proportional to the security level. For example, mode = “00” informs the computing unit that ECC-163 must be executed. Similarly, m = 233, 283, 409, and 571. When “start” is set and “mode” is fixed, 8 bits by 8 bits, XPaffine, YPaffine, and the key K (input data) are received and saved in the 3xm register file. To read and update the register file, a Mux and Demux are utilized. Finally, when the data conversion from projective to affine is completed, the results are sent out 8 bits by 8 bits. As a result, reading or writing m-bit block data takes (m/8) cycles on the bus interface unit.




4.2.2. Conversion Unit: Affine to Projective


The affine coordinates of a point P(XPaffin, YPaffine) will be converted by this unit to projective coordinates (X,Y,Z). It performed the entire conversion using one multiplier, one Galois field squarer, and XORs; it is based on the reuse of multiplier blocks and the storing of results in each step. When the input signals are received and “start1” is set, the AffvsProj begins the conversion process and provides the signal “done1” to the controller.




4.2.3. Arithmetic Unit


The arithmetic unit is the system’s lowest operation module. As illustrated in Figure 4, it is made up of a new digit-serial multiplier, two square blocks, one adder circuit, multiplexers, demultiplexer, and a register file. Mux has a length of 2 × 1, whereas Demux has a length of 1 × 2. As a memory block, the suggested dedicated 2-stage pipelined design employs an 8m register file. The registers are used for preserving the intermediate and final results of Algorithm 2 throughout and after execution. Using the relevant control signals, the various multiplexers read operands from the register file, while (Demux) is used to modify the contents of the register file with a particular register address.




4.2.4. Computation Unit


Two ways exist for performing the operation of adding points. The first one implies that Z1 is not equal to 1, which necessitates many square and field multiplication operations. Since Z1 is equal to 1, the second method is more effective and requires fewer steps. The second method is utilized for the point addition operation in this article, as we are developing an efficient ECC core for resource-constrained devices. Four square operations and nine field multiplications are necessary to add two points; while to perform a single ECC point doubling operation, four field multiplications and five square operations are required.



In this work, we propose a Modified LD-MPM over GF(2m), as seen in Algorithm 2. It consists of four phases: Firstly, initialization of inputs and output, secondly, conversing from affine to LD projective coordinate, thirdly, PA and PD computation in an LD projective coordinate which is the main loop, and finally, conversing from LD projective to affine coordinate. It computes both point doubling and point addition for every ki bit using only one multiplication performed on each step. Hence, the use of one multiplier reduced the area occupancy. To improve the clock frequency, we increase the number of pipeline stages. In our ECC design, PA and PD are combined. The advantage of PA–PD combination is to avoid data dependency. Based on the proposed modified algorithm, PD and PD computation depend on the next key bit ki+1. Such that when ki+1 = ‘1’, the step-output will be (X1, Z1), otherwise (X2, Z2) after step 2. When ki+1 = ‘0’, we start with the multiplication X1Z2 in step 1 and X2Z1 in step 2. In step S2, regardless of ki+1, the quad square output (Z2) is saved in the local register R1, while the square output (X2) is saved in the local register R2. From step 3, PA and PD follow the same instructions. Four multiplications are performed in step 3, 4, 5, and 6 respectively. The last multiplication is followed by an addition operation in step 6 to get the new X1. The dataflow of the PA and PD are shown in Figure 5 and Figure 6, respectively.



	
Algorithm 2. LD-Montgomery point multiplication modified algorithm (Mul, Sqr, ADD denote the multiplication, squaring, and addition, respectively).




	
Input:   k = (   k   m − 1   , … . ,   k   1   ,   k   0   )   w i t h     k   m − 1   = 1  ;   P =   x , y   ∈ E (   F     2   m     )    

Output:   k p   = (    x   3   ,   y   3    )




	
Initial Step:

  P     X   1   ,   Z   1     ← ( x , 1 )  ;   2 P = Q     X   2   ,   Z   2     ← (   x   4   + b ,   x   2   )  




	
For i from (m-2) to 0 do

If ki = ‘1’ then




	
If ki+1 = ‘1’ then

	
If ki+1 = ‘0’ then




	
S-1: Z1 = Mul(X2,Z1);

	
S-1: Z2 = Mul(X1,Z2);




	
S-2: X1 = Mul(X1,Z2)

	
S-2: X2 = Mul(X2,Z1)




	
S-2: R1 = Sqr2(Z2); R2 = Sqr(X2);




	
S-3: X2 = Mul(b,R1); Z2 = Sqr(Z2); R4 = Sqr(R2); R3 = Add(X1,Z1);




	
S-4: Z2 = Mul(R2,Z2); Z1 = Sqr(R3); X2 = ADD(X2, R4);




	
S-5: R2 = Mul(x, Z1); R1 = X1; R3 = Z1




	
S-6: X1 = ADD(Mul(R1,R3), R2)




	
Conversion Step:

        x   3   ,     y   3     = (     X   1       Z   1     ,   x +     X   1       Z   1             X   1   + x   Z   1         X   2   + x   Z   2     +     x   2   + y     Z   1     Z   2         x   Z   1     Z   2       − 1   + y )  









Furthermore, to reduce the power consumption in our compact ECC design, two techniques are adopted:




	
Clock gating: it minimizes power by introducing extra logic to a circuit in order to prune the clock tree [30].



	
Asynchronous counter: Many counters are used in our design. Since every register bit is activated on each clock edge, synchronous counters may consume a lot of power. Asynchronous counters only trigger the initial flip-flop using clk. Then the former flip-flops trigger later ones. Therefore, needless register changes may be eliminated and dynamic power may be reduced [31].









4.2.5. Control Unit


The control unit is designed to control the flow of data in the design, as well as the movement of data between the arithmetic unit and the others units. For PM computation, Algorithm 2 is implemented using an FSM-based dedicated controller. It provides the necessary control signals to all components. The data computation in Algorithm 2 requires 16 instructions distributed among multiplication (Mul: 8 instructions), addition (ADD: 3 instructions), and squaring (Sqr: 5 instructions). Out of these 16 instructions, 12 are executed regardless of the value of ki+1. During the initialization phase, the controller provides the control signals required by the bus interface unit for reading the input data (k, and P(x,y)). Once the data read operation is complete (“st” = ‘1’), the controller activates the “AffvsProj” unit via three signals (reset1, clk1, and start1). Once projective coordinates are calculated, the controller generates the computing unit control signals to begin the calculations. After a specific number of cycles, a generated point (X1, X2, Z1, Z2) is forwarded the ProjvsAff unit to be mapped into the affine coordination (x, y). Therefore, the control unit triggers the “ProjvsAff” unit to start the conversion step. Operands are saved in the register file during scalar multiplication calculation. Thus, the controller unit loads operands in each step, then saves the results to be utilized in the following operations till the scalar multiplication process is completed.



To ensure synchronization, we divided the control process into four functions: mode identification (specifying the Galois field size: m = 163, 233, 283, 409, or 571 and initialization parameters), data acquisition (to control the bus interface unit), clock generation, and ALU control. Figure 7 shows how the clock generating function generates CLKi and RESETi signals for ECC core units. The primary design clock generates four sub-clocks: clock1, clock2, clock3, and clock4 for the bus interface unit, AffvsProj unit, calculation unit, and ProjvsAff unit. This allows units to go into sleep mode when idle for reduced energy consumption.




4.2.6. Conversion Unit: Projective to Affine


When the “done2” signal is set by the computation unit, the controller activates the “ProjvsAff“ unit to convert the computation results. Only one multiplier, one square, and one inversion component are used in this unit. The controller then verifies “done3”, once true, the ProjvsAff- output is forwarded to the bus interface unit for additional processing.




4.2.7. Critical Path Delay and Clock Cycles


The data path is divided into three parts: affine to projective, point computation (doubling, adding), and projective to affine. The point computation contains eight registers for storing intermediate results. Each register has its own multiplexer for writing the value generated by the arithmetic unit. It should be noted that all registers, multipliers, squarer’s, multipliers, and inverters may be reconfigured based on the chosen finite field m. The suggested multiplier has a delay of v cycles where   v = m / k d   (one addition or squaring is executed in one clock cycle). Algorithm 2 illustrates that the point addition/doubling process requires six steps. The multiplication instruction requires v clock cycles in step 1. Step 2 involves doing one multiplication and two squaring operations in v clock cycles and one clock cycle, respectively. Similarly, a multiplication operation is continuously present in the subsequent phases. As a result, each step is carried out within   v   cycles. As a result, the overall latency of the point calculation module in projective coordinates is ≈6(m − 1)  v  . Hence, the total clock cycles for the proposed ECC processor are   2 v + 6   m − 1   v + 2 m  , where   2 v   is for the initialization phase and 2m is for inversion. The simplified bit-level version of the EEA method is employed to accomplish the inversion operation in the proposed ECC processor architecture [19].






5. Results and Comparisons


An analysis is performed by the implementation of an FPGA design that efficiently performs ECC over GF(2m). We used the VHDL hardware description language to create our ECC processor. The design was synthesized, placed, and routed using target devices of Xilinx Virtex 5, Virtex 6, and Virtex 7. The Xilinx ISE timing closure techniques are used to achieve the best possible high-performance results. The starting parameter values utilized in our compact ECC core implementation are NIST elliptic curve recommendations. Table 3 shows the computed results, which include maximum frequency (Fmax, MHz), area utilization (Slices, LUTs), KP time (µs), and efficiency. The efficiency is calculated as follows:


  E f f i c i e n c y =   m ( b i t s )   A r e a ( S l i c e s ) × T i m e ( µ s )    



(14)







The proposed ECC design on Virtex 5, Virtex 6, and Virtex 7 can compute KP over GF(2163) in 9.28 (µs), 8.8 (µs), and 8.39 (µs) and consumes 4368 LUTs, 3681 LUTs, and 3872 LUTs, respectively. Compared to Virtex 5 and Virtex 6, one also can see that the efficiency of the proposed design implemented on Virtex 7 is the highest. In addition, during a self-test at 50 MHz, the proposed ECC processor on Virtex 7 consumed only 39.5 mW, 56.6 mW, 80.83 mW over GF(2163), GF(2233), and GF(2283) respectively. The achievement of reduced area and high frequency is due to the efficiency of the proposed field multiplier.



5.1. Implementation Results over Small Field Sizes


The experimental results for small field sizes (m = 163, 233, and 283) have been presented in Table 3.



5.1.1. Implementation Results for GF(2163)


The architectures proposed by [11,15,32] are most like our design, based on one multiplier (1 × 163-bit). The efficiency of our architecture implemented on Virtex 7 is, respectively, 43%, 63%, and 35% higher than the best previous work [11,15,32]; while its KP time is, respectively, 6.77%, 21.8%, and 20.17% lower. As far as only the area is concerned, the proposed design shows the lowest area implementation. Our design respectively consumes 80.7%, 74.19%, and 75.85% less FPGA LUTS on Virtex 7 compared to [13,14,21]. Furthermore, the efficiency of our architecture is, respectively, 60%, 32%, and 32% higher than [13,14,21]. Likewise, the efficiency of our architecture, whether implemented on Virtex 5 or Virtex 6, is greater than [10,16].




5.1.2. Implementation Results over GF(2233)


In comparison to [19], which offers the smallest area implementation, our design consumes 74.39% more FPGA slices on Virtex 7. However, our design is 99.61% faster and the efficiency is 98% higher than [19]. Compared to [15,32] and based on the proposed digit-serial multiplier, our ECC design consumes less area. It saves 3593 slices and 521 slices, respectively. Moreover, our design achieves the highest efficiency when compared with all reported works and it is 10% higher than the highest efficiency in a previous work [32].




5.1.3. Implementation Results over GF(2283)


In comparison to [21], which has the lowest KP time, our design uses 2.69 time speed on the Virtex 7. However, the efficiency of our implemented design on Virtex 7 is 18% higher than [21]. As far as only the area is concerned, the proposed design shows the lowest area implementation. Compared to [15,21], it saves 3045 slices and 4934 slices, respectively. Compared to [10,12,33], our design implemented on Virtex 5 shows the higher efficiency.





5.2. Implementation Results over Large Field Sizes


The experimental results for the large field sizes (m = 409 and 571) have been presented in Table 3. Table 3 clearly shows that the suggested architecture outperforms the existing large field-size ECC solutions.



5.2.1. Implementation Results over GF(2409)


The efficiency of the proposed design is 3% higher than the highest efficiency in a previous work [21]; while, the required resources for our design is 60.49% lower than [21]. In comparison to [20], which has the lowest area implementation over GF(2409), our design saves 9.52% of FPGA slices and shows 8% efficiency improvement. As compared to [11,17] our design saves 41.69% and 63.9% of FPGA slices and shows 30% and 35% efficiency improvement, respectively. Moreover, our design implemented on Virtex 5 and Virtex 6 outperforms [10,12,33] in terms of efficiency.




5.2.2. Implementation Results over GF(2571)


Considering the maximum field size recommended by NIST, that is, GF(2571), the efficiency of the proposed design, whether on Virtex 7, Virtex 6 or Virtex 5 is higher than all the reported designs. In comparison to [20], which has the lowest area implementation over GF(2571), our design consumes 1.26% more FPGA Slices on Virtex 7. However, our design is 3.54% faster than [20] and shows 3% efficiency improvement. As compared to [11,14,17,21], our design saves 55.6%, 88.5%, 66.77%, and 58.25% of FPGA slices and shows 52%, 79%, 47%, and 10% efficiency improvement respectively.






6. Conclusions


In this paper, a digit-serial multiplier based on Bivariate Polynomial Basis representation and mRnIM technique has been used to perform a low-cost low-power point multiplication. The developed architecture has been implemented on the Xilinx Virtex 5, Virtex 6 and Virtex 7 FPGA devices resulting in the highest efficiency reported implementations over the small and large field sizes. The efficiency of the implemented architecture is 31%, 10%, 18%, 3%, and 3% higher than the highest efficiency in a previous work [21] (m = 163; m = 283; m = 409), [32] (m = 233), and [20] (m = 571), respectively. The proposed ECC design on Virtex 7 computes KP over GF(2163) in 8.39 (µs) and consumes 1071 slices; GF(2283) in 22.18 (µs) and consumes 2162 slices; GF(2409) (µs) in 39.77 and consumes 4016 slices; GF(2571) in 62.6 (µs) and consumes 5756 slices. Moreover, a comparison with the existing designs in the literature reveals that the suggested architectural design requires less area and consumes low power. This feature opens the door to the potential of employing our proposed design with resource-constrained devices.
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Figure 1. Arithmetic operations in ECC hierarchy. 
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Figure 2. Digit-serial multiplier (BPB-mRnIM) structure. 
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Figure 3. mRnIM GF(2m/k) proposed partial multiplier. 
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Figure 4. Low-cost ECC processor design. 
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Figure 5. Point doubling data flow. 
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Figure 6. Point addition data flow. 
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Figure 7. Clock generating process. 
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Table 1. mR8IM encoded steps and instructions.
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	      B   j   d      
	      B   j   d − 1      
	      B   j   d − 2      
	Partial Products
	Precomputed Values
	Encoded Steps
	Encoded Instructions





	0
	0
	0
	0
	-
	3-bit left shift
	P=SHL(P,3)



	0
	0
	1
	1
	-
	3-bit left shift, ⨁    A   i    
	P=SHL(P,3)⨁    A   i    



	0
	1
	0
	x
	    E   i   1   =   1-bit     A   i     left shift
	3-bit left shift, ⨁    E   i   1    
	P=SHL(P,3)⨁    E   i   1    



	0
	1
	1
	x+1
	     E   i   2   =   E   i   1   ⨁     A   i     
	3-bit left shift, ⨁    E   i   2    
	P=SHL(P,3)⨁    E   i   2    



	1
	0
	0
	x2
	    E   i   3   =   2-bit     A   i     left shift
	3-bit left shift, ⨁    E   i   3    
	P=SHL(P,3)⨁    E   i   3    



	1
	0
	1
	x2+1
	     E   i   4   =   E   i   3   ⨁     A   i     
	3-bit left shift, ⨁    E   i   4    
	P=SHL(P,3)⨁    E   i   4    



	1
	1
	0
	x2+x
	     E   i   5   =   E   i   3   ⨁     E   i   1     
	3-bit left shift, ⨁    E   i   5    
	P=SHL(P,3)⨁    E   i   5    



	1
	1
	1
	x2+x+1
	     E   i   6   =   E   i   5   ⨁     A   i     
	3-bit left shift, ⨁    E   i   6    
	P=SHL(P,3)⨁    E   i   6    










 





Table 2. Proposed multiplier complexities on FPGA platform (Virtex 7).
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GF(2m)

	
LUTs

	
Frequency

(MHz)

	
Computation

Time (ns)

	
Power

mW

	
ADP(10−6)






	
(k,d) = (6,4)




	
m = 163

	
570

	
499.523

	
27.19

	
4.175

	
13




	
m = 233

	
820

	
484.243

	
40.1

	
6.66

	
29




	
m = 283

	
1006

	
425.412

	
50.67

	
9.85

	
46




	
m = 409

	
1465

	
415.369

	
78.29

	
12.14

	
100




	
m = 571

	
1774

	
413.317

	
112.41

	
16.40

	
166




	
(k,d) = (6,6)




	
m = 163

	
804

	
445.316

	
20.34

	
5.45

	
13




	
m = 233

	
1145

	
434.739

	
29.78

	
8.175

	
29




	
m = 283

	
1391

	
429.827

	
36.58

	
11.95

	
44




	
m = 409

	
1998

	
405.795

	
55.99

	
14.27

	
84




	
m = 571

	
2353

	
395.847

	
80.14

	
18.18

	
140




	
(k,d) = (6,8)




	
m = 163

	
968

	
414.275

	
16.39

	
8.585

	
15




	
m = 233

	
1387

	
395.8

	
24.53

	
12.69

	
30




	
m = 283

	
1906

	
391.33

	
30.13

	
14.955

	
40




	
m = 409

	
2440

	
357.744

	
47.64

	
16.45

	
83




	
m = 571

	
2909

	
351.442

	
67.7

	
20.45

	
137











 





Table 3. Comparison to related ECC architectures (T.W denotes this work).
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	Ref.
	GF(2m)
	FPGA

Virtex
	Area

(Slices)
	LUTs
	FFs
	Freq

(MHz)
	KP Time (µs)
	Efficiency

(×103)
	Efficiency (%)





	[10]
	163
	5
	6150
	22,936
	-
	250
	5.5
	4.82
	74



	[18]
	163
	5
	-
	12,566
	-
	261
	3.9
	-
	-



	[16]
	163
	6
	2205
	5864
	7176
	306
	42.46
	1.75
	91



	[11]
	163
	7
	1476
	4721
	1886
	397
	10.51
	10.51
	43



	[13]
	163
	7
	5575
	-
	-
	437
	3.97
	7.37
	60



	[14]
	163
	7
	4150
	14,202
	3747
	352
	3.18
	12.36
	32



	[21]
	163
	7
	4435
	16,345
	4590
	279
	2.93
	12.55
	31



	[15]
	163
	7
	2207
	9965
	1981
	369
	10.73
	6.89
	63



	[32]
	163
	7
	1529
	4162
	-
	383
	9
	11.85
	35



	T.W
	163
	5
	1205
	4368
	1152
	350
	9.28
	14.57
	19



	T.W
	163
	6
	1073
	3681
	1141
	369
	8.8
	17.26
	4.8



	T.W
	163
	7
	1071
	3872
	1141
	387
	8.39
	18.14
	



	[19]
	233
	7
	391
	2346
	-
	161
	4450
	0.134
	98



	[15]
	233
	7
	5120
	18,953
	2764
	357
	15.78
	2.89
	68



	[32]
	233
	7
	2048
	6407
	-
	379
	14
	8.13
	10



	T.W
	233
	7
	1527
	5548
	1626
	356
	17
	8.98
	



	[10]
	283
	5
	7096
	25,030
	-
	188
	33.6
	1.19
	80



	[12]
	283
	5
	6286
	20,256
	-
	213
	19.9
	2.27
	62



	[33]
	283
	5
	-
	116,241
	-
	135
	22.36
	-
	-



	[15]
	283
	7
	5207
	20,202
	3210
	337
	20.32
	2.68
	55



	[21]
	283
	7
	7096
	28,033
	7872
	241
	8.24
	4.85
	18



	T.W
	283
	5
	2413
	9277
	2316
	289
	25.40
	4.61
	21



	T.W
	283
	7
	2162
	7924
	2300
	331
	22.18
	5.91
	



	[10]
	409
	5
	10,236
	28,503
	-
	164
	102.6
	0.39
	85



	[12]
	409
	5
	11,513
	35,313
	13,843
	172
	19.4
	1.84
	29



	[33]
	409
	6
	-
	116,241
	-
	135
	41.36
	-
	-



	[11]
	409
	7
	6888
	20,881
	6038
	316
	32.72
	1.82
	30



	[17]
	409
	7
	11,129
	37,697
	17,701
	168
	21.95
	1.68
	35



	[20]
	409
	7
	4439
	12,568
	4129
	357
	38.94
	2.37
	8



	[21]
	409
	7
	10,166
	40,153
	11,274
	224
	16.4
	2.46
	3



	T.W
	409
	5
	4481
	13,733
	4305
	233
	45.57
	2.003
	22



	T.W
	409
	6
	3709
	11,701
	4274
	244
	43.51
	2.54
	2



	T.W
	409
	7
	4016
	11,730
	4275
	267
	39.77
	2.57
	



	[12]
	571
	5
	18,828
	58,665
	19,380
	127
	36.5
	0.84
	48



	[10]
	571
	5
	8707
	30,718
	-
	128
	352.5
	0.19
	89



	[33]
	571
	6
	-
	11,624
	-
	135
	56.5
	-
	-



	[16]
	571
	6
	6738
	19,158
	24,730
	261
	189.1
	0.45
	72



	[14]
	571
	7
	50,336
	141,078
	29,217
	111
	34.05
	0.34
	79



	[11]
	571
	7
	12,965
	38,547
	10,066
	250
	57.61
	