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Abstract: Three-dimensional object detection technology is an essential component of autonomous
driving systems. Existing 3D object detection techniques heavily rely on expensive lidar sensors,
leading to increased costs. Recently, the emergence of Pseudo-Lidar point cloud data has addressed
this cost issue. However, the current methods for generating Pseudo-Lidar point clouds are relatively
crude, resulting in suboptimal detection performance. This paper proposes an improved method to
generate more accurate Pseudo-Lidar point clouds. The method first enhances the stereo-matching
network to improve the accuracy of Pseudo-Lidar point cloud representation. Secondly, it fuses
16-Line real lidar point cloud data to obtain more precise Real Pseudo-Lidar point cloud data. Our
method achieves impressive results in the popular KITTI benchmark. Our algorithm achieves an
object detection accuracy of 85.5% within a range of 30 m. Additionally, the detection accuracies for
pedestrians and cyclists reach 68.6% and 61.6%, respectively.

Keywords: 3D object detection; stereo matching; Pseudo-Lidar; Real Pseudo-Lidar

1. Introduction

In the realm of autonomous driving, achieving precise 3D object detection is pivotal for
vehicles to adeptly navigate obstacles. Presently, prevalent 3D object detection algorithms
predominantly rely on costly high-end lidar sensors, which constrains their applicability for
widespread usage. An alternative solution that has garnered attention involves employing
stereo depth cameras for 3D object detection, although it still faces certain limitations. To
further refine target detection accuracy, we introduce a methodology centered around Real
Pseudo-Lidar point cloud for object detection. This approach entails generating Pseudo-
Lidar point cloud data from images and amalgamating them with authentic, cost-effective,
low-line lidar data. This technique not only ensures heightened detection precision but
also achieves cost-effectiveness.

Pseudo-Lidar point clouds [1] is a concept of data similar to lidar point clouds generated
through image processing techniques. It utilizes depth information extracted from images
and converts it into pseudo-point cloud data. Despite the efforts made by PSEUDO-LIDAR++
to improve depth estimation accuracy, the conversion process from images to pseudo-point
cloud data remains relatively straightforward, resulting in challenges in accurately portraying
the shape and position of objects. As a consequence, this can result in lower detection accuracy.
PSEUDO-LIDAR++ [2] improves the accuracy of estimating depths for objects at a distance
by refining the structure of stereo vision networks and optimizing loss functions. It also
utilizes 4-Line lidar point clouds to calibrate the Pseudo-Lidar point cloud data. This approach
eliminates depth estimation bias and improves the accuracy of Pseudo-Lidar point cloud data.
On the other hand, End-to-End Pseudo-Lidar [3] takes a different approach by achieving
end-to-end detection directly from Pseudo-Lidar point cloud data. It utilizes backpropagation-
based end-to-end training to refine the final loss, thus elevating the quality of depth map
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generation. Consequently, this enhancement augments the quality of the resultant Pseudo-
Lidar point cloud, leading to an overall improvement in detection precision. Additionally,
SFD [4] transforms lidar-obtained point cloud information into depth maps and integrates
RGB features from 2D images with the lidar point cloud data, resulting in the creation of
synthetic pseudo-point cloud data.

The current methods for generating Pseudo-Lidar point cloud data rely on stereo
depth estimation, and existing methods such as Pseudo-Lidar [1,2] primarily utilize the
PSMNet [4] network for stereo depth estimation from images. Although PSMNet performs
well in stereo-matching tasks, it requires high-quality images, and its performance de-
grades in the presence of noise or distortion in the images. Additionally, PSMNet requires
significant computational resources for training and inference, limiting its application on
low-cost devices. To address these issues, we adopt Iterative Geometry Encoding Volume
for Stereo Matching [5]. Compared to PSMNet, this approach exhibits better robustness
and greatly improves the issue of local blurriness in ill-posed regions, which significantly
contributes to the subpar quality of Pseudo-Lidar point cloud data.

Although the technique of Iterative Geometry Encoding Volume for Stereo Matching
enhances stereo-matching precision, there remains a discernible disparity between the
Pseudo-Lidar point cloud data produced from the disparity map and the high-resolution
real point cloud information. Real lidar point cloud data are characterized by exceptional
accuracy and the ability to effectively capture spatial positioning details of objects within
a 3D space. Moreover, the acquisition process of lidar point cloud data is not affected by
lighting conditions or occlusion, resulting in high accuracy. On the other hand, Pseudo-
Lidar data, although providing convenient access to the 3D information of objects, fall short
of achieving the same level of accuracy in estimating the precise 3D positions of objects as
lidar point cloud data. In order to enhance the reliability of Pseudo-Lidar point cloud data,
we have opted to employ the ICP algorithm for registration between the Pseudo-Lidar
point cloud data and the 16-Line real Lidar point cloud data, using the latter as a reference.
This registration process aims to enhance the accuracy of the Pseudo-Lidar point cloud
data. Finally, the registered Pseudo-Lidar point cloud data and the 16-Line real lidar point
cloud data are fused. The fusion process primarily depends on the 16-Line real lidar point
cloud as the primary data, implementing radius-based filtering to preserve the synthetic
Pseudo-Lidar point cloud data in proximity to the real point cloud information. This
results in fusion point cloud data that contains the 16-Line real lidar point cloud and the
Pseudo-Lidar point cloud. Finally, the Real Pseudo point cloud information is input into
the pre-existing object detection network that relies on lidar-based point cloud data.

2. Related Work
2.1. 3D Object Detection

Presently, the majority of approaches heavily depend on 64-Line lidar point cloud
data [6–11]. The methods for target detection using lidar can be broadly categorized into
two main types: voxel-based methods [11] and point-based methods [12]. In voxel-based
methods, the data from the point cloud are converted into a compact voxel grid representation.
Subsequently, feature learning and object detection are performed on the voxel grid data.
Point-based methods process the lidar point cloud data through hierarchical aggregation,
sampling, and interaction to achieve feature learning and object detection. To enhance the
precision of object detection through lidar sensors, scholars have investigated integrating RGB
details from cameras and depth data from lidar sensor [13–15] to create end-to-end solutions
applicable in autonomous driving scenarios. Integrating camera and lidar sensor data can
bolster the resilience of 3D object detection, particularly in complex situations encompassing
occlusions and extended distances. However, there is also a subset of methods that solely
utilize image-based detection models. These models primarily perform detection on the
frontal views of 2D images [16–18]. However, most of these methods significantly lag behind
lidar-based detection approaches in terms of accurately locating the positions of 3D objects.
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2.2. Pseudo-Lidar

The Pseudo-Lidar method [1–3] fundamentally differs from conventional image-based
approaches. It employs a model for estimating stereo depth to acquire depth information,
represented as Z(u, v), for every pixel (u, v) within the 2D image. Afterward, these depth
data are mapped onto the 3D point cloud domain, transforming the image pixels (u, v) into
their respective (x, y, z) coordinates within the 3D point cloud. This strategy allows for the
utilization of well-established object detection techniques on the modified point cloud data,
thereby mitigating the disparity in 3D object detection performance.

z = Z(u, v), x =
(u− cU)× z

fU
, y =

(u− cV)× z
fV

(1)

In this context, (cU , cV) denotes the camera center, whereas fU and fV stand for the
horizontal and vertical focal lengths. Subsequently, the resulting Pseudo-Lidar point cloud
data are regarded as authentic lidar point cloud signals, making them applicable to any
model based on lidar point clouds. By applying this Pseudo-Lidar framework to the KITTI
dataset, we achieved significantly higher detection performance compared to using images
alone. Our work is built upon this framework.

2.3. Stereo Disparity Estimation

The precision of depth estimation stands out as a pivotal element affecting the caliber
of Pseudo-Lidar point cloud information. Upon aligning the estimated pixel depths from
depth estimation with the 16-Line real lidar point cloud data, the Real Pseudo-Lidar point
cloud becomes suitable for integration into any model grounded in lidar point cloud data.
This integration can result in performance on par with existing models. Depth estimation
methods based on disparity mainly include monocular disparity estimation [19–22] and
stereo depth estimation based on binocular vision [23–27]. Through comparison, we
found that stereo depth estimation obtained from binocular vision is more accurate than
monocular depth estimation. Therefore, our main research focus is on depth estimation
algorithms based on binocular vision.

The fundamental concept of the disparity estimation algorithm relies on utilizing
a camera pair featuring horizontal displacement and their corresponding left and right
images, denoted as IL and IR, as input data. Initially, the reference image is the left view
(IL), and this serves as the basis for generating a disparity map (D). This disparity map
reflects the horizontal disparity information between each pixel p and the corresponding
pixel in the IR image. Ideally, the pixel p in the IR image and its corresponding displaced
pixel p′ accurately describe the same 3D position.

Z(u, v) =
fU × b

D(u, v)
( fU : horizontal f ocal length) (2)

There are common methods for estimating disparities. An alternative method known
as the end-to-end method has been proposed, involving the use of CNNs for feature
extraction from images [28,29]. These features are then passed through fully connected
layers to perform disparity regression, enabling the estimation of depth from disparities.
Another approach is a hybrid method that combines traditional disparity estimation algo-
rithms with deep learning [30–32]. By leveraging features extracted by deep learning, these
methods replace manually designed features in traditional algorithms. This alternative
approach enhances the precision and resilience of the estimation procedure, resulting in
more dependable outcomes.

3. Approach

Although approaches for 3D object detection using images offer various benefits,
there still exists a discrepancy in comparison to algorithms rooted in lidar-based 3D object
detection. This gap primarily arises from the limitations of perceiving the 3D space itself
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using 2D image data. In particular, in stereo depth-based 3D object detection, the depth
estimation error increases quadratically with the distance of objects, whereas when using
lidar point clouds for depth estimation, this relationship is approximately linear. There-
fore, we introduce a technique that transforms image information into lidar point cloud
information and integrates 16-Line real lidar point clouds with Pseudo-Lidar point cloud
information to improve detection accuracy.

In existing algorithms based on Pseudo-Lidar point clouds, the quality of depth
estimation varies, resulting in certain errors in depth reconstruction, which in turn affects
the accurate description of objects in 3D Pseudo-Lidar point cloud data. For the purpose
of generating refined Pseudo-Lidar point cloud data and enhancing both point cloud
quality and computational efficiency, we employ the IGEV [5]. This model utilizes volume
encoding of geometry and contextual information, along with local matching details, and
iteratively indexes them to update the disparity map. This approach greatly addresses
challenging regions that are difficult to handle, such as occlusions, repetitive textures,
low-texture areas, high reflectance areas, and overcomes local ambiguity issues. To boost
the precision of the Pseudo-Lidar point cloud information, we employ filtering techniques
to eliminate erroneous point clouds and consequently decrease the overall quantity of
points. Subsequently, we fuse the processed Pseudo-Lidar point cloud data with 16-Line
real lidar point cloud data, resulting in high-quality fused Real Pseudo-point cloud data.

Figure 1 depicts the holistic structure of the algorithm, which relies on the amalgamation
of image and 16-Line real lidar point clouds. The blue section illustrates the functionality
of the stereo disparity estimation network, which employs a depth estimation network [5]
to analyze stereo images and predict a depth map, thereby generating a stereo disparity
map. The green section depicts the fusion process of Real Pseudo-Lidar point clouds. This
process utilizes the principles of coordinate transformation to convert the disparity map into
the three-dimensional space representation of lidar point clouds. Subsequently, point cloud
filtering techniques are applied to eliminate noise and reduce the density of Pseudo-Lidar
point clouds. Ultimately, the fused Real Pseudo-Lidar point clouds are input into an object
detection network for prediction. The gray section is our detection results presentation,
showcasing visual results both on the images and the laser point cloud.

Left Image

Right Image

16-line Lidar Point Cloud

CGEV

L L L

2D Conv

2D Conv

3D Conv

Conv GRU

Feature Network All-pairs Correlations

3D Regularization Network

Geometry Encoding Volume

Initial Disparity

Context Network
Final Disparity

Pseudo Lidar Point Cloud

ICP Point Cloud
Registration

Laser Lidar Point Cloud

After Registration

Fusion
Processing

Real-Pseudo Lidar Point Cloud

3D Object
Detection

2D Detection Bounding Box 3D Detection Bounding Box Lidar Detection Bounding Box

Figure 1. Real Pseudo-Lidar Point Cloud Object Detection Framework. The blue part corresponds to
the disparity estimation using the IGEV. The green part represents the framework for fusing Real
Pseudo-Lidar point clouds. The gray part shows the 3D object detection results.
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3.1. Stereo Disparity Network

Stereo depth reconstruction aims to obtain depth information of objects in space by
analyzing the relationship between corresponding pixels in two images. Nevertheless,
elements such as lighting, shadows, and occlusion can induce swift alterations in the depth
information present in images, rendering it intricate to precisely characterize the objects’
depth. Contemporary methods for producing Pseudo-Lidar point clouds predominantly
hinge on stereo-matching networks rooted in deep learning. For example, PSMNet [4]
utilizes spatial pyramid pooling, and cost volume convolution to analyze feature maps
across varying levels and calculate depth values for individual pixels through a cost
convolution network. However, depth inconsistencies can arise when object edges do not
align in the two images, resulting in depth discontinuities and the generation of scattered
and irrelevant point cloud data. Additionally, in low-texture or repetitive texture regions,
stereo-matching algorithms may incorrectly match unrelated pixel points together due
to the lack of distinct textures or the presence of similar textures, leading to distorted
depth estimation and inaccurate representation of the 3D spatial information of objects. To
address these issues, we employ IGEV to estimate depth information in complex scenes.

Derive the left feature denoted as f(l,4) and the corresponding right feature f(r,4) from
the provided left view and right view. Subsequently, segment the feature maps into eight
groups based on the feature dimension to create group-specific cost volumes. Utilize
a lightweight 3D regularization network R, modeled after 3D-Unet [33], to process the
correlation volumes specific to each group and generate the geometric encoding volume CG:

CG = R

 1(
Nc
Ng

)〈 f g
(l,4)(x, y), f g

(r,4)(x− d, y)
〉 (3)

where 〈·, ·〉 represents the inner product, d represents the disparity index, and Nc represents
the quantity of feature channels. We utilize the soft argmin function to estimate the initial
starting disparity d0 using the geometry-encoding volume CG.

d0 =
D−1

∑
d=0

d× Softmax(CG(d)) (4)

where d0 is 1
4 of the original image size and functions as the initial disparity map. Multiple

scales of context features are employed to initialize the hidden layers of a 3-level GRU.
Subsequently, the ConvGRUs module is used to iteratively optimize the disparity map.

In order to provide further clarification, we conducted a simple experiment in Figure 2.
The first approach involved constructing a 5-layer 3 × 3 convolutional kernel, where each
layer’s elements were set to 1. We performed a 7 × 7 convolution operation using the 2D
convolution function on the predicted depth map. The input comprised the forecasted
depth map alongside the 7 × 7 convolutional kernel, yielding the convolved depth map as
output. we projected this map onto the Pseudo-Lidar point cloud and visualized it from a
bird’s-eye perspective. We observed that the shape of the car was significantly distorted, as
it was stretched vertically, failing to accurately represent the car’s true physical proportions.
In the second approach, We utilized a shared encoder network to extract characteristics
from both the left and right images, thereby acquiring high-level feature representations
for each image. The encoder utilized a stacked hourglass 3D CNN structure, incorporating
multi-scale context information. This approach, by filtering the feature maps using 3D CNN,
helps mitigate uncertainties caused by repetitive structures and missing correspondences,
leading to a clearer cost volume. This reduction in artifacts and distortions contributes to
improved quality of the Pseudo-Lidar data. The third approach involved combining the
geometry-encoding volume (GEV) and the full correlation volume to create a combined
geometry-encoding volume (CGEV). The CGEV was then fed into the ConvGRU update
operator for iterative refinement of the depth map, effectively reducing artifacts and depth
distortions. This resulted in a significantly higher-quality depth map, and when projected
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onto the Pseudo-Lidar point cloud, the transformed Pseudo-Lidar data closely aligned
with the depth map obtained from the original transformation, demonstrating a more
accurate representation.

2D Concolved PSMNet IGEV

Pseudo-Lidar(Concolved) Pseudo-Lidar(PSMNet) Pseudo-Lidar(IGEV)

Figure 2. We show the depth maps generated using 2D convolution (top left) and their projection
onto the Pseudo-Lidar from a top-down view (bottom left). The depth maps generated using the
stacked hourglass 3DCNN with intermediate supervision (top middle) and their projection onto the
Pseudo-Lidar from a top-down view (bottom middle) are also displayed. Additionally, the depth
maps generated using the iterative geometry-encoding volume (top right) and their projection onto
the Pseudo-Lidar from a top-down view (bottom right) are shown.

3.2. Pseudo-Lidar Point Cloud Calibration

During the depth estimation process of the Pseudo-Lidar, factors such as lighting
variations, differences in surface reflectivity, and occlusions can result in small disparities
in depth estimation. Consequently, the generated Pseudo-Lidar point cloud might demon-
strate disparities compared to the actual positions of objects in 3D space. To tackle this
challenge, we utilize a point-to-plane ICP algorithm to align the Pseudo-Lidar point cloud
with the spatial position of the 16-Line real lidar point cloud.

In Figure 3, To more accurately represent the real positions of objects, we utilize the
ICP algorithm based on the point-to-plane distance for the Pseudo-Lidar point cloud. The
point-to-plane error metric serves as the optimization objective, striving to minimize the
collective discrepancy between the synthetic Pseudo-Lidar point cloud and the 16-Line real
lidar point cloud by identifying the optimal transformation matrix M. Through an iterative
process, every point within the Pseudo-Lidar point cloud is aligned with the planes present
in the 16-Line real lidar point cloud, enabling the calculation of the point-to-plane distance
error. Then, by minimizing these distance errors, the ICP algorithm adjusts the parameters
of the transformation matrix M to gradually optimize the position and orientation of the
Pseudo-Lidar point cloud, making it better align with the 16-Line real lidar point cloud.

M = arg min ∑
i
((M · si − di) · ni)

2 (5)

where M is a 4× 4 rigid-body transformation matrix, si represents the Pseudo-Lidar point
cloud, di represents the 16-Line real lidar point cloud, and ni is the unit normal vector at di.



Electronics 2023, 12, 3920 7 of 14

Figure 3. Point cloud calibration results. The red bounding box indicates the actual range of the car’s
position. In the first row, we present uncalibrated Pseudo-Lidar point cloud data. In the second row,
we display Pseudo-Lidar point cloud data after undergoing ICP calibration; it is now much closer to
the actual position.

3.3. Real Pseudo-Lidar Point Clouds

The Pseudo-Lidar point clouds consist of 1.3 million points, which is significantly
higher than the 490,000 points in the real 64-Line lidar point clouds. Directly feeding
such a large amount of Pseudo-Lidar point clouds into the object detection network would
significantly increase the computational load and potentially reduce the network’s inference
speed, especially for real-time applications. To tackle this concern, we employ a radius-
filtering approach to diminish the point cloud density and filter out irrelevant points,
thereby reducing the quantity of input data.

We use the real 16-Line lidar point clouds as the reference and then calculate the
Euclidean distance between each point in the Pseudo-Lidar point clouds and the corre-
sponding point in the real 16-Line lidar point clouds.

D =

√(
(x2 − x1)

2 + (y2 − y1)
2 + (z2 − z1)

2
)

. (6)

Here, D denotes the Euclidean distance between the 16-Line real lidar point clouds
and the Pseudo-Lidar point clouds, (x1, y1, z1) signifies the 3D spatial coordinates of a
point within the 16-Line real lidar point clouds, and (x2, y2, z2) indicates the 3D spatial
coordinates of the corresponding point in the Pseudo-Lidar point clouds. Then, we establish
a radius threshold r.

D ≤ r. (7)

By using the radius threshold r, we can determine the Euclidean distance between
points. If a point’s distance from the center point is less than or equal to the threshold, the
point is retained or considered to be within the acceptable range. This approach allows
us to preserve both the 16-Line real lidar point clouds and the neighboring Pseudo-Lidar
point clouds, providing more comprehensive and accurate point cloud information.

4. Experiments

We carried out a sequence of experiments juxtaposing our proposed algorithm against
alternative object detection methods. In these experiments, we focused on two main
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approaches: one based solely on Pseudo-Lidar point clouds and the other using the Real
Pseudo-Lidar point clouds. In the experiments, the results of our algorithm based on the
fusion of pure Pseudo-Lidar point clouds are shown in green, whereas the results of the
algorithm based on the fusion of Real Pseudo-Lidar point clouds are presented in blue.
Methods utilizing 64-Line LiDAR are depicted in gray.

4.1. Dataset and Metric

The dataset employed in our experiments originates from the KITTI dataset [34,35]. It
offers not just the left images, but also the corresponding right images, accompanied by
the corresponding lidar point cloud data and camera calibration matrices for each image.
The KITTI dataset comprises a grand total of 14,999 images, split into 7481 images for
training and 7518 images designated for testing. For our experiments, we additionally
partitioned the training data, allocating 3712 images for training purposes and 3769 images
for validation.

For the car category, we followed the benchmark testing and previous works and
reported the Average Precision (AP) at IOU thresholds of 0.5 and 0.7. We used ABEV
and A3D to represent the average precision for the bird’s-eye view and 3D detection
tasks, respectively. It is important to highlight that the benchmark evaluation divides each
category into three difficulty levels based on bounding box height and occlusion/truncation
levels: easy, moderate, and hard. These levels correspond to objects at distances of 0–30 m,
30–50 m, and beyond 50 m from the ego vehicle in the context of autonomous driving.

4.2. Details of Our Approach
4.2.1. Stereo Disparity Estimation

We used the Iterative Geometry Encoding Volume for Stereo Matching to perform dense
disparity estimation. Initially, the model was pretrained on the Scene Flows dataset [36],
encompassing a collection of 30,000 pairs of synthetic images along with their correspond-
ing disparity maps. Subsequently, we proceeded to fine-tune the model using the set of
3712 training images drawn from the KITTI dataset. For the essential disparity maps in
this endeavor, we generated quasi-realistic disparity maps through the projection of the
corresponding lidar point cloud data onto the 2D space.

4.2.2. Generating Real Pseudo-Lidar Point Clouds

We remove Pseudo-Lidar point clouds that are above 1 m in the system. To create the
amalgamated Real Pseudo-Lidar point cloud, we proceed through a series of steps. Firstly,
we apply voxelization filtering to the Pseudo-Lidar point cloud to remove noise and reduce
the point cloud density. Then, we perform ICP point cloud registration [37] between the
Pseudo-Lidar point cloud and the 16-Line real Lidar point cloud, aligning the pseudo data
to be closer to the 16-Line real lidar point cloud. Finally, we use radius filtering to keep the
Pseudo-Lidar point cloud data that are in proximity to the real 16-Line Lidar point cloud.
The output is the fused Real Pseudo-Lidar point cloud.

4.2.3. 3D Object Detection

We primarily used two 3D detection models: Frustum PointNet [38] and AVOD [39].
Specifically, we utilized the F-POINTNET-v1 version and AVOD-FPN. To integrate the
Pseudo-Lidar point cloud data produced through stereo disparity and the Real Pseudo-
Lidar point cloud data into the models, we substituted the 64-Line lidar point cloud data
with these novel data sources. We then retrained both models using the hyperparameters
provided in their respective code repositories.

4.3. Experiments Results

The outcomes from our experiments are presented in Tables 1 and 2. We primarily
present the results of object detection based on pure Pseudo-Lidar point clouds and Real
Pseudo-Lidar point clouds to clearly demonstrate our algorithm’s outstanding performance
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in terms of accuracy. Specifically, under the evaluation metric of IOU = 0.7, our object
detection accuracy based on pure Pseudo-Lidar point clouds in F-POINTNET reached
79.3%, and in AVOD, it reached 84.6%. Our object detection accuracy based on Real
Pseudo-Lidar point clouds in F-POINTNET reached 79.3%, and in AVOD, it reached 85.5%.

Table 1. Performance of 3D object detection on the KITTI validation set. We present the car category’s
ABEV/A3D (in percentage), which represents the average precision of bird’s-eye view and 3D bound-
ing box detection. “Mono” denotes monocular cameras, “Stereo” represents stereo cameras, “4L”,
“16L”, and “L”, respectively, refer to 4-Line, 16-Line, and 64-Line lidar sensors. The results of our
algorithm based on the fusion of pure Pseudo-Lidar point clouds are shown in green, whereas the
results of the algorithm based on the fusion of Real Pseudo-Lidar point clouds are presented in blue.
Methods utilizing 64-Line lidar point clouds are depicted in gray.

Detection Algorithm Input Signal
IOU = 0.5 IOU = 0.7

Easy Moderate Hard Easy Moderate Hard

Mono3D Mono 30.5/25.2 22.4/18.2 19.2/15.5 5.2/2.5 5.2/2.3 4.1/2.3
Monocular 3D Mono 72.1/68.4 53.1/48.3 44.6/43.0 41.9/31.5 28.3/21.0 24.5/17.5

PL:AVOD Stereo 89.0/88.5 77.5/76.4 68.7/61.2 74.9/61.9 56.8/45.3 49.0/39.0
PL:F-POINTNET Stereo 89.8/89.5 77.6/75.5 68.2/66.3 72.8/59.4 51.8/39.8 44.0/33.5
PL++:P-RCNN Stereo 89.8/89.7 83.8/78.6 77.5/75.1 82.0/67.9 64.0/50.1 57.3/45.3
PL++:P-RCNN 4L + Stereo 90.3/90.3 87.7/86.9 84.6/84.2 88.2/75.1 76.9/63.8 73.4/57.4

RP:AVOD Stereo 89.7/89.3 78.7/77.0 69.9/68.6 77.3/62.5 58.1/45.4 50.1/39.0
RP:F-POINTNET Stereo 94.94/89.9 77.8/75.8 68.5/67.0 79.3/68.9 52.7/42.4 44.9/38.5

RP:AVOD 16L + Stereo 90.4/90.2 88.3/87.7 80.3/79.8 85.5/72.7 76.3/57.0 68.9/55.0
RP:F-POINTNET 16L + Stereo 95.7/95.3 88.6/87.3 79.2/78.0 84.6/75.2 70.7/57.8 62.1/50.0

AVOD LiDAR + Mono 90.5/90.5 89.4/89.2 88.5/88.2 89.4/82.8 86.5/73.5 79.3/67.1
F-POINTNET LiDAR + Mono 96.2/96.1 89.7/89.3 86.8/86.2 88.1/82.6 82.2/68.8 74.0/62.0

Table 2. Results of object detection for the pedestrian and cyclist categories on the validation set.
We report the ABEV/A3D (standard metrics) at IOU = 0.5. The results of our algorithm based on the
fusion of pure Pseudo-Lidar point clouds are shown in green, whereas the results of the algorithm
based on the fusion of Real Pseudo-Lidar point clouds are presented in blue. Methods utilizing
64-Line lidar point clouds are depicted in gray.

Detection Algorithm Category Input Signal Easy Moderate Hard

Monocular 3D Pedestrian Mono 14.4/11.6 13.8/11.2 12.0/10.9
Cyclist Mono 11.0/8.5 7.7/6.5 6.8/6.5

PL:F-POINTNET Pedestrian Stereo 41.3/33.8 34.9/27.4 30.1/24.0
Cyclist Stereo 47.6/41.3 29.9/25.2 27.0/24.9

RP:F-POINTNET

Pedestrian Stereo 55.4/49.1 44.8/39.0 40.0/34.4
Cyclist Stereo 53.5/43.8 33.1/28.3 30.9/26.3

Pedestrian 16L + Stereo 68.6/62.0 57.9/51.0 50.5/43.8
Cyclist 16L + Stereo 61.6/56.3 41.7/37.7 38.3/34.6

F-POINTNET Pedestrian LiDAR + Mono 69.7/64.7 60.6/56.5 53.4/49.9
Cyclist LiDAR + Mono 70.3/66.6 55.0/50.9 52.0/46.6

4.3.1. Impact of Lidar Point Cloud Quality

We compared the performance of a pure Pseudo-Lidar point cloud and the fusion of a
Pseudo-Lidar point cloud with a 16-Line real lidar point cloud and observed a significant
difference between them. Specifically, at IOU = 0.7, the fusion of point clouds showed an 8%
improvement in ABEV and a 12% improvement in A3D compared to the pure Pseudo-Lidar
point cloud. We attribute this improvement to the enhanced caliber of the point cloud data.
Since the Pseudo-Lidar point cloud data are derived from stereo disparity estimation, it
suffers from depth estimation errors, especially for distant objects due to the limitations of
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stereo disparity estimation itself. This inaccuracy affects the ability of the Pseudo-Lidar
point cloud to accurately represent the 3D spatial positions of objects. Nonetheless, through
the integration of 16-Line real lidar point cloud data and the implementation of ICP [37]
on the synthetic point cloud, we achieved a closer alignment between the Pseudo-Lidar
point cloud and the actual positions. This refinement led to an improved depiction of the
3D spatial characteristics of the objects.

4.3.2. Impact of Stereo Disparity Estimation Accuracy

We compared the performance of PSMNet and IEGV in terms of detection accuracy
relying on Pseudo-Lidar point clouds. On the KITTI 2015 Stereo Vision Benchmark, IEGV
achieved a stereo disparity estimation error of only 1.38%, which is significantly lower than
the 1.86% error obtained by PSMNet.

As shown in Table 1, there is a certain relationship between the accuracy of stereo
disparity estimation and the accuracy of object detection. The detection accuracy achieved
using the pure Pseudo-Lidar point cloud obtained with IGEV for F-POINTNET and AVOD
is 79.3% and 77.3%, respectively. Compared to using the pure Pseudo-Lidar point cloud
obtained with PSMNet, F-POINTNET’s detection accuracy improved by 6.5%, whereas
AVOD’s detection accuracy improved by 2.4%. The reason behind this could be that the
geometry-encoding volume used by IEGV helps mitigate the issue of local ambiguity in
ill-posed regions, resulting in higher-quality generated point clouds that better reflect the
3D spatial positions of objects.

Currently, there have been numerous research studies [1–3] on generating Pseudo-
Lidar point clouds for object detection based on images. Analyzing the outcomes presented
in Table 1, it is apparent that the precision of 3D object detection founded on single-view
images [40,41], featuring values of 5.2% and 2.5%, is notably inferior compared to the
performance reliant on stereo-view images. This discrepancy can be attributed to the larger
depth estimation errors in single-view images compared to stereo-view images, leading
to inaccurate Pseudo-Lidar point cloud data that fail to accurately represent the object’s
position. The stereo-view-based Pseudo-Lidar object detection methods have achieved
notable performance. At IOU = 0.7, our algorithm achieved a detection accuracy of 79.3%
using pure Pseudo-Lidar point clouds obtained through IGEV technology, which is a 6.5%
improvement compared to the accuracy obtained using PSMNet technology. Using the
Real Pseudo-Lidar point clouds, a detection accuracy of 85.5% was achieved. Furthermore,
at IOU = 0.5, the detection accuracy reaches 94.9% using pure Pseudo-Lidar point clouds
and 95.7% using the fusion of Real Pseudo-Lidar point clouds. The Real Pseudo-Lidar
point cloud approaches performance levels that are nearly on par with the 64-Line lidar
point cloud.

4.3.3. Pedestrian and Cyclist Detection

We showcase the detection outcomes concerning pedestrians and cyclists in both
the 3D setting and bird’s-eye view (BEV) situations, which present heightened difficulty
in contrast to the task of detecting cars. This is because even with the availability of
Pseudo-Lidar point cloud signals, the objects’ sizes are small, making it difficult for most
Pseudo-Lidar point cloud-based object detection methods to achieve good performance.
However, our method has achieved outstanding results in this regard.

In Table 2, we showcase the results using F-POINTNET on the validation set and
compare them with Monocular 3D. For pedestrian detection based on pure Pseudo-Lidar,
our detection accuracy reaches 55.4% (ABEV), and for cyclist detection based on pure Pseudo-
Lidar, our detection accuracy reaches 53.5% (ABEV). By incorporating fused Pseudo-Lidar
with 16-Line lidar, our detection accuracy improves to 68.6% for pedestrians and 61.6% for
cyclists in terms of ABEV.

In Figures 4–6, we further visualize our prediction results on the validation set. We
compare the detection results based on pure Pseudo-Lidar point clouds with those based on
the Real Pseudo-Lidar point clouds. Both approaches achieve high accuracy in predictions,



Electronics 2023, 12, 3920 11 of 14

especially for objects in close proximity. However, due to the depth estimation errors in pure
Pseudo-Lidar point clouds, the positions of objects in the far distance cannot be accurately
reflected. Therefore, when using pure Pseudo-Lidar point clouds for detection in the far
distance, there may be cases of missed detections or false positives. Hence, the accuracy
of detection based on the fusion of Real Pseudo-Lidar point clouds is significantly higher
than that of pure Pseudo-Lidar point clouds, particularly for objects in the far distance.

Figure 4. We demonstrate the 2D detection results using Pseudo-Lidar point clouds on AVOD (left
image) and the detection results using Real Pseudo-Lidar point clouds on AVOD (right image). The
red boxes in the KITTI dataset correspond to the ground truth bounding boxes of objects, whereas
the bounding boxes depicted in green signify the forecasted bounding boxes.

Figure 5. We demonstrate the 3D detection results using Pseudo-Lidar point clouds on AVOD
(left image) and the detection results using Real Pseudo-Lidar point clouds on AVOD (right image).
The red boxes in the KITTI dataset correspond to the ground truth bounding boxes of objects, whereas
the green boxes represent the predicted bounding boxes.

Figure 6. Cont.
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Figure 6. We present the detection results on lidar point clouds using Pseudo-Lidar point clouds on
F-PointNet (left image) and the detection results of Real Pseudo-Lidar point clouds on F-PointNet
(right image). The red boxes in the KITTI dataset correspond to the ground truth bounding boxes of
objects, whereas the green boxes represent the predicted bounding boxes.

5. Results

We present two enhancements to the 3D object detection algorithm utilizing Pseudo-
Lidar. Firstly, we identified that the main source of error in Pseudo-Lidar point cloud object
detection is the inaccurate depth estimation. To tackle this concern, we employed the IGEV
technique for depth estimation, which significantly improved the ability to handle ill-posed
regions, thus resulting in a more accurate depiction of the object’s contour position in the
Pseudo-Lidar point cloud data.

Secondly, we propose the use of low-cost, 16-Line lidar and stereo cameras as a
replacement for 64-Line lidar. We leverage the stereo cameras to learn the depth and local
shape of objects and then utilize the 16-Line lidar to correct the errors introduced during
this process. By combining the information from both sensors, our approach achieves
performance comparable to that of 64-Line lidar-based object detection while significantly
reducing the cost.

Overall, our proposed approach demonstrates nearly equivalent performance to that
of 64-Line lidar-based object detection. By utilizing stereo cameras and 16-Line lidar, we
not only improve the accuracy of Pseudo-Lidar-based object detection but also achieve
cost savings compared to using 64-Line lidar. These findings suggest that our approach
holds promise for practical applications where accurate 3D object detection is desired at a
lower cost.
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Abbreviations
The following abbreviations are used in this manuscript:

RP Real Pseudo-Lidar Point Cloud
PL Pseudo-Lidar Point Cloud
IGEV Iterative Geometry Encoding Volume for Stereo Matching
ICP Iterative Closest Point
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