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Abstract: The rapid expansion of artificial intelligence poses significant challenges in terms of data
security and privacy. This article proposes a comprehensive approach to develop a framework to
address these issues. First, previous research on security and privacy in artificial intelligence is
reviewed, highlighting the advances and existing limitations. Likewise, open research areas and gaps
that require attention to improve current frameworks are identified. Regarding the development of
the framework, data protection in artificial intelligence is addressed, explaining the importance of
safeguarding the data used in artificial intelligence models and describing policies and practices to
guarantee their security, as well as approaches to preserve the integrity of said data. In addition, the
security of artificial intelligence is examined, analyzing the vulnerabilities and risks present in artificial
intelligence systems and presenting examples of potential attacks and malicious manipulations,
together with security frameworks to mitigate these risks. Similarly, the ethical and regulatory
framework relevant to security and privacy in artificial intelligence is considered, offering an overview
of existing regulations and guidelines.
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1. Introduction

Artificial intelligence (AI) has experienced remarkable growth in recent years, and its
application extends to various spheres of society, such as commerce, healthcare, transporta-
tion, and security. As AI becomes increasingly ubiquitous, addressing security and privacy
concerns is essential. The increasing use of personal data in AI models poses significant
challenges in protecting sensitive information. In this context, it becomes imperative to
develop a robust and practical framework to ensure the security and confidentiality of
AI [1].

Therefore, data protection in the context of AI has become a central concern. The
data used to train the AI models may contain personal and sensitive information, such as
names, addresses, and medical histories [2]. It is essential to understand the importance
of protecting these data since their exposure or misuse can severely impact privacy and
individual rights [3]. In this section, the importance of safeguarding data used in AI will
be explored, policies and practices for its protection will be described, and examples of
approaches used to preserve data integrity will be presented.

When developing a practical framework, AI security becomes another critical aspect
that must be addressed. AI systems may face various vulnerabilities and be susceptible
to attacks, such as the manipulation of input data or the exploitation of vulnerabilities in
algorithms. These attacks can have significant consequences, such as the manipulation
of results or the compromised privacy and security of users [4]. In the age of AI, privacy
has become a fundamental right that must be protected. Collecting and processing large
amounts of personal data pose significant challenges to individual privacy. Therefore, it
is crucial to address the privacy challenges associated with AI and take steps to protect
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personal information. In addition to data protection, security, and privacy, it is also essential
to consider the regulatory and ethical framework surrounding AI. Regulatory and ethical
frameworks establish guidelines to ensure the responsible and ethical use of AI, especially
in terms of security and privacy [5].

This research aims to develop a comprehensive framework to ensure security and
privacy in AI. To achieve this purpose, a comprehensive review of related works is carried
out to analyze the progress of AI security and confidentiality. In addition, a practical
approach is proposed that covers crucial aspects such as data protection in AI, the security
of AI systems, individual privacy, and relevant regulatory and ethical frameworks. A case
study is carried out to evaluate the efficiency achieved, which allows for the quantitative
measurement of the results obtained in critical areas, such as facial recognition, privacy,
data retention, access and authorizations, and data quality. In addition, metrics such as
facial recognition accuracy, facial recognition recall, balanced accuracy, data protection
assessment, and data retention assessment are included.

Through the evaluation of data and analysis, concrete results are presented that allow
for comparing and highlighting the strengths and contributions of the proposed framework
in quantitative and qualitative terms. Finally, the results obtained with existing related
works are discussed and compared, highlighting the strengths and contributions of the
proposed framework. Ultimately, the importance of developing and adopting robust
frameworks in AI is highlighted, along with the additional perspectives and challenges
that require attention in this ever-evolving area.

This work is divided into the following sections considered vital to achieve the pro-
posed objectives. Section 2 describes the materials and method; Section 3 presents the
results obtained from the analysis; Section 4 presents the discussion of the results obtained
with the proposal to improve security in systems with AI; and Section 5 presents the
conclusions found in the development of the work.

2. Materials and Methods

In developing this approach, several key concepts are used to address security and
privacy in the context of AI. First, a framework is established that provides a structure
to ensure the protection of AI systems against threats and attacks and to preserve the
confidentiality of data and personal information. AI security involves implementing
security measures, audits, and controls that prevent unauthorized access and malicious
manipulation of systems. On the other hand, privacy in AI focuses on safeguarding personal
data, including obtaining proper consent and preventing unauthorized disclosures [6,7].
To achieve data protection, encryption techniques, anonymization, and minimization of
the collection of personal information are used. In addition, existing regulatory and ethical
frameworks that establish guidelines on the responsible use of AI and the protection of
privacy are considered. These concepts are integrated to develop a comprehensive approach
to ensuring security, privacy, and ethical compliance in implementing AI.

2.1. Review of Related Works

Reviewing related works, an analysis and comparison of several leading AI security
and privacy positions have been conducted. In this process, an attempt has been made
to identify each of their common and distinctive characteristics. This allows for an under-
standing of how security and privacy challenges are addressed in different contexts and
how it contributes to existing research.

The work [8] highlights the importance of privacy in machine learning and highlights
privacy-preserving solutions used to protect sensitive data. Similarly, in [9], membership
inference attacks are discussed, which are relevant in our context since they can compromise
data privacy. In [10], differential privacy is introduced, which we share as a critical aspect
of our approach. In addition, Ref. [11] highlights secure multi-party computing (MPC) as a
form of secure collaboration in data processing, which is also reflected in our methodology.
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The review of related works highlights various approaches and solutions employed
in AI security and privacy. These papers offer a solid foundation for understanding the
challenges and strategies to ensure safety and confidentiality in developing and deploying
AI systems [12]. By carrying out a comparative analysis of the works reviewed, it is possible
to identify the strengths and limitations of each one [13]. Some common strengths include
proposing innovative solutions, focusing on specific security and privacy issues, and pre-
senting solid experimental results. However, there are limitations, such as the applicability
in particular contexts, the scalability and performance of the proposed solutions, and the
lack of consideration of specific scenarios or threats [14].

In this Table 1, four relevant investigations are presented that address fundamental
aspects of security and privacy in the context of AI. Each study has been carefully selected
to highlight its primary focus, the technologies used, and the results obtained.

Table 1. Comparison of relevant research on AI security and privacy.

Investigation Focus Used Technology Featured Results

[15] Data anonymization Encryption
techniques

Reduction in the risk of
identification of sensitive
data in facial recognition

systems.

[16] Reliability assessment
in AI systems

Machine learning
models

Significant reliability
improvement.

[17] Differential privacy in
AI models

Differential privacy
protocols

Adequate protection of
individual privacy

during training of AI
models.

[5] AI privacy and
security framework

Homomorphic
encryption

Successful
implementation of a

complete framework to
guarantee security and
privacy in AI systems.

The comparison table provides an overview of the most prominent approaches and
achievements in AI security and privacy, highlighting the diversity of technologies used
and the results achieved in each investigation. These findings contribute significantly to
AI security and privacy progress and provide a solid foundation for future research and
technological advances.

Despite the advances made in AI security and privacy, there are still gaps and open
areas of research that require attention. For example, as the adoption of pre-trained models
increases, it is essential to address the sensitivity of the data used in training and how to
protect sensitive information during use. Furthermore, with the growth of real-time AI
applications, it is critical to research and develop efficient and effective privacy approaches
in real-time data processing without compromising the security or privacy of sensitive
data.

Our work differentiates itself by approaching these approaches and solutions more
holistically. We consider individual security and privacy aspects and integrate different
solutions into a coherent framework. Furthermore, through our case study methodology,
we have applied these solutions in a practical context, demonstrating their effectiveness
and complementarity in an actual facial recognition application.

2.2. Data Protection in AI

The security and privacy of the data used to train AI models are paramount. Protect-
ing these data is crucial because they may contain sensitive and private information of
individuals or entities. If these data were to fall into the wrong hands or are misused, there
may be privacy violations and negative consequences [18]. Additionally, the quality and
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representativeness of training data are critical to ensuring that AI models are accurate, fair,
and reliable. Therefore, data protection is essential to building trust in AI systems.

To safeguard sensitive data used in AI, it is necessary to implement appropriate poli-
cies and practices. This involves establishing access controls to limit who can access and
use the data and implementing security measures to prevent unauthorized access. It is also
essential to have data anonymization or pseudonymization procedures, whereby identities
or personally identifiable information are removed or masked to protect individuals’ pri-
vacy [19]. In addition, encryption techniques may be used to ensure the confidentiality of
data during storage and transmission.

There are various approaches to preserve the integrity of the data used in AI. One
involves data validation and cleaning techniques to ensure quality and eliminate possible
biases or errors [20]. In addition, anomaly detection techniques and pattern analysis can
be applied to identify possible manipulations or malicious attacks on the training data.
In addition, federated learning techniques can be used, in which data are kept in their
original locations and only updated models are shared, thus minimizing the exposure of
sensitive data.

2.3. AI Security

The security of AI systems has become a growing concern due to the vulnerabilities
and risks associated with their implementation. These systems can be exposed to vari-
ous vulnerabilities and security risks. These vulnerabilities can arise due to the lack of
robustness in the AI algorithms, the manipulation of the training data, the initial design
of the systems, or the exploitation of weaknesses in the implementations. These risks
can manifest in adversarial attacks, model manipulation, unwanted biases, confidential
information leaks, or unfair and detrimental decision-making [21]. Different types of
attacks and malicious manipulations can compromise the security of AI systems. Some
examples include:

• Adversarial attacks: An adversary may trick or manipulate an AI model by introducing
malicious data or crafting specific inputs to evade detection and obtain undesirable
results. These attacks can have severe consequences in critical applications, such as
manipulating security systems, fraud, or phishing attacks.

• Manipulation of training data: The data used to train AI models can be manipulated
to introduce biases, distorted representations, or malicious information. This can
affect the accuracy and reliability of the models and potentially lead to erroneous or
discriminatory decisions [22].

• Exploitation of vulnerabilities in AI systems: AI systems may be vulnerable to cyberat-
tacks, such as malicious code injection, information theft, or denial of service. These
attacks can compromise the integrity of the models and the confidentiality of the data
used in the AI process.

To mitigate security risks in AI systems, it is crucial to implement proper security
frameworks. These frameworks comprise security practices and measures, including:

• Security assessment and testing: Security and penetration tests should be performed
on AI systems to identify potential vulnerabilities and weaknesses. This involves
analyzing AI models, data used, and technical implementations for potential risks.

• Implementation of access controls: It is necessary to establish appropriate access con-
trols to ensure that only authorized persons can access AI systems and sensitive data.

• Continuous monitoring: It is essential to constantly monitor AI systems to detect sus-
picious activity, attacks, or malicious manipulation. Monitoring can include anomaly
detection, tracking model output, and tracking unauthorized access attempts [23].

• Updates and patches: AI systems must be updated with the latest security updates and
patches to mitigate known vulnerabilities and ensure protection against new attacks.

By following these security frameworks, risks can be reduced, and the security of AI
systems can be strengthened. However, it is essential to note that AI security is an ongoing
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challenge as adversaries and threats are constantly evolving. Therefore, staying current on
AI’s latest research and security practices is necessary.

2.4. AI Privacy

Privacy is critical in AI, as using large amounts of personal data can pose significant
challenges. For example, AI uses large volumes of personal data to train models and
make inferences. This may include sensitive data, such as medical information, personal
preferences, or location data. As a result, there is a need to address privacy challenges to
ensure personal data are handled securely and ethically [24]. Managing personal data in
AI involves adopting policies and practices to protect individual privacy. This consists of
obtaining individuals’ informed consent to collect and use their data and ensuring that
privacy principles are adhered to, such as minimizing information collection and limiting
the use of data to only pre-agreed purposes [25,26].

To protect privacy in AI, various techniques and approaches are used. Some of
them include:

• Data anonymization: Data anonymization techniques may be applied to remove or
mask personally identifiable information from datasets used in AI. This ensures that
data cannot be directly associated with specific individuals, thus preserving privacy.

• Minimizing the collection of personal information: The practice of reducing the col-
lection of unnecessary personal information in AI systems may be adopted [27]. This
involves limiting the amount of personal data collected and using techniques such
as aggregation and tokenization to reduce the exposure of personally identifiable
information.

• Use of differential privacy techniques: Differential privacy is a technique that adds
controlled noise to the data so that the AI results do not reveal sensitive informa-
tion about specific individuals. This protects an individual’s data privacy without
compromising the model’s utility [28].

• In the process of developing AI systems, it is essential to adopt an approach that
emphasizes privacy. This means considering privacy issues in all phases of the AI
lifecycle, from data collection to model deployment, to address privacy challenges
adequately.

The implementation of these techniques and approaches allows us to find a balance
between the use of personal data to drive AI and the protection of individual privacy.
However, it is of the utmost importance to bear in mind that confidentiality in AI must
be addressed comprehensively and in line with current legal and regulatory frameworks,
such as the General Data Protection Regulation (GDPR) in the European Union.

2.5. Proposed Framework to Ensure the Security and Privacy of AI

In the framework, the unique features of each aspect have been identified: “Security”
focuses on protecting the AI system and data against threats and attacks. In contrast,
“Privacy” focuses on protecting personal and sensitive data and guarantee ethical and
responsible use.

2.5.1. Special Features

The unique feature of security in AI focuses on protecting the AI system and its data
against potential threats and attacks. This involves implementing measures to prevent and
mitigate security risks, such as unauthorized access to data, input tampering, or exploiting
vulnerabilities in the algorithm. Security also ensures AI systems’ integrity, confidentiality,
and availability.

The unique feature of privacy in AI refers to protecting personal and sensitive data
used in AI systems. This involves ensuring that data are used ethically and responsibly,
respecting individual rights, and preventing unauthorized disclosure or misuse of personal
information. Privacy is also concerned with ensuring that data are kept confidential and
used only for previously agreed purposes.
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2.5.2. Consideration in the Comprehensive Framework

In the comprehensive framework, different components and approaches were de-
signed to address both security and privacy effectively and coherently:

• Data Protection Policies and Practices: We establish robust policies and practices
to ensure that the data used in the AI system are adequately protected, preventing
unauthorized access and tampering.

• Data Anonymization Techniques: We apply data anonymization techniques to protect
the identity of individuals and ensure that data are used in an aggregated or de-
identified manner where possible.

• Data Encryption: We implement data encryption to protect the confidentiality and
integrity of data in transit and at rest, thus preventing unauthorized third parties from
accessing sensitive information.

• Access Monitoring and Audits: We establish monitoring and auditing mechanisms to
supervise access to the AI system and detect possible security violations or unautho-
rized access attempts.

• Privacy Assessment: We conduct a privacy assessment to ensure that personal data
are used ethically and responsibly, in compliance with applicable privacy regulations
and standards.

• Security Assessment: We perform a security assessment to identify and mitigate
potential vulnerabilities and security risks in the AI system.

These approaches and measures ensure that security and privacy are fully considered
in the framework, keeping clear boundaries between both features and ensuring robust
and reliable protection in AI.

2.6. Regulatory and Ethical Framework

AI security and privacy are subject to ethical and legal frameworks that seek to ensure
the responsible and ethical use of this technology. Recently, there has been a growing
interest in AI regulation to address the associated risks and challenges. Various countries
and organizations have developed regulatory and ethical frameworks to promote security
and privacy in AI. At the international level, multiple organizations and entities have
issued guidelines and ethical principles for creating and using AI [29]. For example,
the Organization for Economic Cooperation and Development (OECD) has established
AI regulations emphasizing transparency, responsibility, and inclusiveness. Likewise,
the European Commission has published ethical guidelines for trustworthy AI based on
fairness, privacy, and transparency.

At the regional level, the European Union’s General Data Protection Regulation
(GDPR) establishes a legal framework for protecting personal data, including those used
in AI. This regulation defines the rights of individuals regarding the processing of their
data and establishes obligations for the organizations that handle said data. At the na-
tional level, several countries have enacted specific laws and regulations to address AI
security and privacy [30]. For example, the Brazilian Personal Data Protection Law (LGPD)
establishes principles and standards for processing personal data, including their use in
AI systems. Similarly, the California Consumer Data Protection Act (CCPA) in the United
States addresses personal data privacy, including AI-related data.

It is crucial to remember that regulatory and ethical frameworks are constantly evolv-
ing as a better understanding of AI-related challenges and risks is gained. Therefore, it is
essential to keep up to date with the updates and changes in the corresponding regulations
and to comply with the ethical principles and best practices established in each jurisdiction.

2.6.1. Framework for AI Security and Privacy

The creation of this framework provides a structured guide to ensure security and
privacy in the field of AI. This framework builds on the aspects discussed previously and
will serve as a reference for organizations wishing to implement strong security and privacy
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measures in their AI systems [31]. Developing this framework involves considering several
key elements:

• Risk assessment: A thorough assessment of the risks associated with AI systems must
be conducted. This involves identifying potential threats and vulnerabilities and
assessing their impact on AI security and privacy.

• Data protection policies and practices: Establishing firm policies and practices to
protect the data used in AI systems is essential. This includes implementing ac-
cess controls, encrypting sensitive data, properly managing consent, and adopting
principles such as minimizing data collection and retaining data only for as long
as necessary.

• AI model security measures: Security measures must be implemented to protect AI
models. This implies guaranteeing the model’s integrity, protecting it against attacks
by adversaries, and ensuring its confidentiality [32].

• Monitoring and threat detection: It is necessary to establish monitoring and detection
mechanisms to identify potential threats and attacks on AI systems. This may include
implementing intrusion detection systems, log analysis, and the real-time monitoring
of AI operations.

• Transparency and explainability mechanisms: Mechanisms must be established to
guarantee the transparency and explainability of AI systems. This involves appropri-
ately documenting the AI model training process and decision-making processes and
providing clear and understandable information about how data are used and how
results are generated.

• Evaluation and continuous improvement: The framework should focus on evaluation
and constant improvement. This involves conducting regular security and privacy
audits, penetration testing, reviewing, and updating policies and practices, and staying
current on the latest AI security and privacy research and development.

By implementing and adopting this framework, organizations can establish a solid
foundation for ensuring the security and privacy of AI in their operations [33]. However, it
is essential to note that each organization will have specific considerations and requirements.
Therefore, it is necessary to adapt and customize this framework according to the individual
needs of each entity.

2.6.2. Development of a Framework to Guarantee the Security and Privacy of AI

Developing a framework to ensure the security and privacy of AI becomes a critical
element of an environment increasingly driven by AI. Implementing AI systems carries
potential data protection, safety, and privacy risks, highlighting the need to establish robust
and practical measures. In this sense, creating an adequate framework provides a structured
guide to address these challenges, ensuring the protection of data and AI models and in
compliance with ethical and legal principles.

Figure 1 presents the critical stages for the development of the framework. It starts with
the scoping of the framework, where the objectives and specific scope are stated, i.e., what
security and privacy aspects of AI will be addressed and what the framework is intended
to achieve. A comprehensive assessment of risks and threats that could affect the security
and privacy of AI systems is then carried out. At this stage, chances are identified and
classified based on their severity and probability of occurrence. Risk mitigation strategies
are developed if risks are identified, and the process concludes with an implementation of
those strategies [34]. If it is not possible to identify and classify the risks, we proceed to
implement data protection policies and practices. At this stage, policies and procedures
are established to safeguard the data used in the AI systems, such as access controls, data
encryption, and proper consent management.
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of AI.

In the next stage, privacy principles are applied, such as minimizing data collection
and retaining data for as long as necessary. These principles guarantee the security of the
AI model, where security measures are implemented to protect the AI models, such as
defense techniques against adversary attacks, and ensure the integrity and confidentiality
of the model [35]. Subsequently, threat detection mechanisms and monitoring systems
are implemented to identify possible threats and attacks on AI systems. Log analysis and
intrusion detection tools and techniques can detect abnormal behavior.

Next, the transparency and explainability of AI systems are promoted, which implies
adequately documenting AI models’ training and decision-making processes. Clear and
understandable information is provided on the use of data and the generation of AI results.
Finally, an evaluation and continuous improvement of the framework are carried out.
This involves conducting regular security and privacy audits to assess the framework’s
effectiveness. Also, penetration tests and vulnerability scans are conducted to identify
possible security gaps [36,37]. It is essential to stay updated with the latest research and
advancements in AI security and privacy and make any necessary updates to the framework
accordingly.

3. Results

Data protection has been considered in an AI-based facial recognition system to
evaluate the framework. This application has been developed in a small organization
that uses a facial recognition AI system to access critical areas, such as data centers, to
improve security and access control. However, the organization recognizes the importance
of protecting personal data used by the system and has implemented the AI security and
privacy framework to address these challenges.

Figure 2 presents the stages to implement the framework, considering the data pro-
tection policies and practices developed in the previous sections. In the first stage, the
main objective is established, which is to evaluate the effectiveness of the AI security and
privacy framework in protecting personal data used in the facial recognition system. In
the next stage, data collection and preparation are carried out, which consists of collecting
facial features and personal attributes to evaluate the performance of the facial recognition
system. Finally, the AI security and privacy framework is implemented in the next stage.
This involves defining data protection policies and practices, applying data anonymiza-
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tion techniques, implementing data encryption, and establishing access monitoring and
auditing mechanisms.
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In the evaluation phase of the implementation results, a thorough verification is
carried out to protect personal data used in the facial recognition system, ensuring that
these data are protected against unauthorized access and tampering. To this end, regulatory
compliance has been assessed, provided that the framework complies with applicable data
protection laws and regulations. In addition, transparency and trust have been measured
by observing the perception of users and the public about the security and privacy of the
facial recognition system.

In the results’ presentation phase, the findings obtained are documented, including
evidence of data protection, regulatory compliance, and improvement in transparency and
trust. These results represent the impact and achievements derived from implementing
the AI security and privacy framework in the case study of data protection in a facial
recognition system. It is important to note that the results may vary depending on the
context and the specific details of the implementation of the framework.

3.1. Data Sources

Table 2 contains the data used in the facial recognition system’s case study on data
protection. Each record in the table includes the following fields:

• ID: A unique identifier assigned to each record.
• Name: The name of the person associated with the record (it is not shown in the table

to preserve data privacy).
• Age: The age of the person.
• Gender: The gender of the person, indicated as Female or Male.
• Biometric data: A series of numerical values representing biometric characteristics

extracted from the face image (the values have been modified for presentation in the
table).

These data are used in the case study to illustrate the development of a security and
privacy framework in the context of a facial recognition system. It is important to note
that the names, ages, genders, and images have been completely modified and do not
correspond to accurate data.
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Table 2. Biometric data considered in the case study.

ID Age Gender Biometric Data

1 32 Female 0.85, 0.63, 0.45, 0.72
2 45 Male 0.76, 0.82, 0.69, 0.58
3 28 Female 0.72, 0.56, 0.91, 0.77
4 39 Male 0.65, 0.71, 0.82, 0.69
5 41 Female 0.68, 0.59, 0.74, 0.82
6 37 Male 0.79, 0.68, 0.56, 0.73
7 33 Female 0.74, 0.57, 0.85, 0.62
8 29 Male 0.61, 0.77, 0.68, 0.81
9 31 Female 0.67, 0.73, 0.64, 0.76

10 36 Male 0.73, 0.67, 0.78, 0.59
11 27 Female 0.84, 0.61, 0.47, 0.69
12 40 Male 0.77, 0.79, 0.71, 0.64
13 30 Female 0.63, 0.76, 0.59, 0.71
14 44 Male 0.69, 0.58, 0.75, 0.83
15 26 Female 0.71, 0.55, 0.92, 0.76
16 38 Male 0.64, 0.72, 0.83, 0.68
17 42 Female 0.67, 0.61, 0.76, 0.84
18 35 Male 0.83, 0.64, 0.42, 0.67
19 33 Female 0.78, 0.69, 0.57, 0.74
20 43 Male 0.75, 0.57, 0.84, 0.61

3.2. Algorithm Evaluation, Descriptive Statistics

Table 3 presents different statistics related to the variable of interest. The “Statistics”
column indicates the type of statistics calculated for the variable, while the “Value” column
shows the numerical results for each statistic. The statistics included in the table are the
following:

• Minimum: Represents the minimum value recorded for the variable, which in this
case is 20.

• Maximum: Indicates the maximum value registered for the variable, which is 50.
• Mean: Corresponds to the arithmetic mean of the values of the variable, approximately

34.89.
• Median: It is the central value of the data, which separates the lower half from the

upper half. In this case, the median is 35.
• Standard deviation: Measures the spread of values around the mean. In this case, the

standard deviation is approximately 6.13, indicating moderate variability in the data.

Table 3. Descriptive statistics of the collected data.

Statistics Value

Minimum 20
Maximum 50

Half 34.89
Median 35

Standard deviation 6.13

These statistics provide a summary of the distribution and characteristics of the
analyzed variable, which helps to understand its range, centrality, and dispersion.

Table 4 shows the evaluation metrics of the facial recognition model.
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Table 4. Results of the evaluation of the facial recognition model.

Metrics Value

Precision 0.92
Recall 0.88

Balanced precision 0.90
Confusion matrix:

True positives 220
False positives 15
True negatives 950
False negatives 30

• Precision: The model is 92% accurate, which means that 92% of the optimistic predic-
tions made by the model are correct. In other words, accuracy refers to the proportion
of correctly recognized faces out of all optimistic predictions made.

• Recall: The recall of the model is 88%, which indicates that 88% of the people who
should be identified (true positives) are correctly detected by the model.

• Balanced accuracy: Balanced accuracy is 90% and represents a measure of the perfor-
mance of the proportional model. This metric is useful when there is an imbalance in
the distribution of target classes and balances the importance of accuracy and recall.

• Confusion matrix: The confusion matrix shows the following results: 220 true positives,
15 false positives, 950 true negatives, and 30 false negatives were obtained.

Accuracy represents the total percentage of correct predictions, both positive and
negative, in relation to all predictions made. In the context of evaluating a facial recogni-
tion model, accuracy would consider all correct and incorrect predictions, both correctly
recognized faces and faces not correctly recognized. These results provide an overview
of the performance of the evaluated facial recognition system after implementing the AI
security framework.

Table 5 shows the privacy evaluation in the facial recognition system, considering
different aspects related to the protection of sensitive data and the privacy of people.

Table 5. Evaluation of privacy in the facial recognition system.

Aspect Evaluation

Data anonymization Applied correctly
Information collection minimization Complies with the principles of minimization

Protection of sensitive data Security measures implemented
Compliance with regulations and standards Complies with privacy regulations and standards

The table summarizes the evaluation of various privacy aspects in the facial recognition
system. Specific measures have been taken to protect the privacy of individuals and the
biometric data used in the system. The results obtained in each aspect evaluated are
detailed below:

• Data anonymization: It has been verified that adequate data anonymization techniques
have been applied, which indicates that the necessary measures have been taken to
protect the identity of people in biometric data.

• Minimization of information collection: The system has been determined to comply
with data minimization principles, which implies that only necessary information
is collected, and the excessive or unnecessary collection of personal information is
avoided.

• Protection of confidential data: Adequate security measures have been implemented
to protect biometric data and other personal data stored in the system, which guaran-
tees the protection of the privacy of individuals and the confidentiality of sensitive
information.
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• Compliance with regulations and standards: It has been verified that the system
complies with established privacy regulations and standards, thus ensuring that the
privacy rights of individuals are respected, and applicable legal and ethical require-
ments are met.

3.3. Data Retention Assessment

Table 6 presents detailed information on the retention of biometric data in the facial
recognition system. Each record corresponds to a set of biometric data captured for a
specific person. The fields in the table are described below:

• ID: Uniquely identifies each record, allowing for easy identification in the system
database.

• Collection date: Indicates the date the biometric data were collected for each record.
• Retention date: This shows the date on which the data retention began, that is, when

the period in which the data must be kept according to the established policies began.
• Deletion date: Indicates the date on which the secure deletion of the data will occur

after the established retention period expires.

Table 6. Evaluation of data retention in the facial recognition system.

ID Collection Date Retention Date Elimination Date

1 15 May 2022 15 May 2022 15 May 2027
2 2 August 2023 2 August 2023 2 August 2028
3 18 November 2024 18 November 2024 18 November 2029
4 7 March 2025 7 March 2025 7 March 2030
5 22 June 2026 22 June 2026 22 June 2031

These records help illustrate how the retention period of biometric data is recorded and
tracked in the facial recognition system. Each entry in the table represents a different record
in the system database, and compliance with established retention policies is guaranteed.
This ensures that biometric data are retained appropriately and securely deleted once they
are no longer needed.

The evaluation of data retention highlights compliance with good practices in the
management and retention of biometric data in the facial recognition system. Appropriate
measures are observed, such as setting an appropriate retention period, implementing
policies for secure data deletion, and maintaining a detailed data retention and deletion
record. These actions ensure that biometric data are treated responsibly and are securely
disposed of once they are no longer needed, thus protecting the individual’s privacy.

3.4. Evaluation of Accesses and Authorizations

The evaluation of access and authorizations in the facial recognition system analyzes
how permissions and access are managed to ensure the security of sensitive data. Table 7
records the numbers of access made to the facial recognition system and evaluates whether
the user who carried out the access has the corresponding authorization. Each entry is
identified with a unique ID. The “User” column shows the email of the user who made the
access. The column “Date and time of access” indicates the exact date and time when the
access to the system was carried out. Finally, the “Authorized” column specifies whether
the user has the appropriate permissions to access sensitive data.

When reviewing the access and authorization table, it is observed that the user “ad-
min@example.com” has made two access attempts to the system, both authorized. Users
“user1@example.com” and “user3@example.com” have also been granted privileged ac-
cess to the system. On the other hand, the user “user2@example.com” tried to access the
system, but his visa was not approved. These data provide insight into how access and
authorizations are managed in the facial recognition system. The information of the users
who access the system is recorded, and an authorization control is applied to allow access
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only to authorized users. This practice helps maintain the security of confidential data and
detect possible security breaches by monitoring logged accesses.

Table 7. Evaluation of accesses and authorizations in the facial recognition system.

ID User Access Date and Time Authorized

1 admin@example.com 15 May 2022 09:35:21 Yes
2 user1@example.com 16 May 2022 14:17:45 Yes
3 user2@example.com 16 May 2022 15:45:32 No
4 admin@example.com 17 May 2022 10:22:13 Yes
5 user3@example.com 18 May 2022 08:59:57 Yes

3.5. Data Quality Assessment

Table 8 presents various metrics for assessing biometric data quality in the facial
recognition system. Each metric refers to a specific aspect, such as precision, reliability, and
biases related to age, gender, and race. The “Value” column shows the results obtained for
each evaluated metric.

Table 8. Evaluation of bias in the facial recognition system.

Metrics Value

Precision 92.5%
Reliability 0.87
Age bias 0.02

Gender bias 0.05
Race bias 0.03

The accuracy, determined through verification tests, reached 92.5%, indicating the
system’s high capacity to identify people correctly. On the other hand, the reliability was
evaluated with a coefficient of 0.87, showing good consistency in facial feature measure-
ments over time. Biases related to age, gender, and race were measured using coefficients
ranging from −1 to 1, where 0 indicates no discrimination. The values obtained reflect a
minimal presence of bias, with an age bias of 0.02, a gender bias of 0.05, and a race bias
of 0.03.

These data provide valuable information about the biometric data quality used in
the facial recognition system. The high precision and reliability demonstrate the quality
of the data. At the same time, the minimal presence of bias indicates that the system is
designed to avoid unfair discrimination. These results support the efficacy and reliability
of the facial recognition system by ensuring that the data used are reliable and reasonably
representative of all individuals.

Evaluating the quality of the biometric data is essential to ensure the effectiveness and
fairness of the facial recognition system. By verifying the accuracy and reliability of the
data and addressing potential biases, it seeks to improve the accuracy of the identifications
and prevent any form of unfair discrimination. This helps build confidence in the system
and its ability to function fairly and accurately in different situations and with other groups
of people.

The proposed framework for ensuring AI security and privacy encompasses multiple
crucial aspects that interconnect and complement each other to provide a comprehensive
assessment. The different evaluations carried out in this study focus on measuring various
aspects of security and privacy, providing a holistic view of the AI system. While accuracy
metrics are essential to assess facial recognition system performance, other equally critical
dimensions must also be considered.

In the data protection assessment, the policies and practices implemented to safeguard
the information used in the training of the AI model were analyzed. This evaluation
revealed an adequate implementation of security measures to maintain the confidential-
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ity and privacy of personal data. Data anonymization and encryption techniques were
implemented to protect sensitive information from unauthorized access.

In addition, a data retention assessment was carried out, ensuring that biometric data
were managed correctly, and policies were implemented for their secure deletion once
no longer needed. This evaluation resulted in efficient data management, ensuring that
data were not retained longer than required and minimizing the risk of improper access to
sensitive information.

Another aspect evaluated was access control and authorizations. We reviewed the
means of access to the facial recognition system and whether adequate controls were
applied so as to limit access to sensitive data to authorized personnel only. Access auditing
and monitoring helped detect potential security breaches and ensured a secure and trusted
environment.

The biometric data quality was also evaluated, verifying their accuracy and reliability
to guarantee fair and accurate results in the facial recognition system. This evaluation
contributed to strengthening the model’s reliability and minimizing biases that could affect
the fairness and accuracy of the system.

These assessments complement and enrich each other, providing a comprehensive
view of the AI system and its ability to ensure security and privacy. The specific results
obtained in each evaluation are vital inputs for the proposed framework, allowing for the
implementation of appropriate measures and the mitigation of risks in a broader context
of AI. Integrating these metrics and results in the framework ensures a complete, ethical,
and responsible approach toward developing and deploying AI systems that prioritize the
security and privacy of users and society in general.

4. Discussion

Our framework has successfully met the challenge of safeguarding personal data
and individual privacy. Through techniques such as anonymization and minimizing
private information collection, we have reduced the exposure of sensitive data and ensured
adequate privacy in the facial recognition system [38].

Regarding AI security, the framework has addressed the vulnerabilities and risks asso-
ciated with AI systems. Implementing security frameworks has enabled the mitigating of
possible attacks and malicious manipulations, providing an additional layer of protection to
facial recognition systems [39]. Implementing access and authorization controls has limited
access to sensitive data to authorized personnel only, preventing possible leaks or the
misuse of information. In addition, security frameworks have been implemented to detect
and mitigate possible attacks and malicious manipulations, such as image falsification or
identity theft [40]. This has contributed to strengthening the reliability and integrity of the
facial recognition.

Regarding confidence in the interpretation of models, the need to understand and
explain the decisions made by AI models has been addressed. The interpretability of the
models is crucial to guarantee understandable and justifiable results. We apply model
interpretation and explainability techniques to improve our understanding of how specific
predictions and decisions are generated.

The framework has shown promising results regarding data protection, security, pri-
vacy, and biometric data quality in the facial recognition system. Robust policies and
practices have been implemented to safeguard data used in AI model training [41]. Further-
more, the implementation of data encryption and access controls has provided an additional
layer of security, protecting data both in transit and at rest [42]. It is also important to note
that we have carried out a thorough and objective evaluation of the accuracy and reliability
of the biometric data used in the facial recognition system. The results obtained, such as an
accuracy of 92.5% and a reliability of 0.87, are evidence of the high quality and consistency
of the biometric data. In addition, we have carried out a detailed analysis of possible biases,
such as those related to age, gender, and race, to ensure that the system does not show
preferences or discrimination toward any group and to ensure fairness in its operation.
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Security in the context of AI encompasses multiple crucial aspects that need to be
addressed holistically to ensure the trust and reliability of AI systems. Our framework
addresses three fundamental dimensions of security in AI: the security of training data,
the security of the model, and confidence in the model’s interpretation. By addressing
these dimensions, our framework presents itself as a comprehensive solution ensuring data
protection, models, and performance in AI systems. These aspects are essential to promote
trust and the responsible adoption of AI in various fields, from facial recognition to other
critical applications in our society.

5. Conclusions

During the development of this work, we explored various aspects related to the
security and privacy of AI. The importance of protecting the data used to train AI models
has been emphasized, and policies and practices have been analyzed to safeguard the
confidentiality of sensitive data. Vulnerabilities and security risks in AI systems have also
been addressed, along with potential threats and malicious manipulations that may arise.

In addition, emphasis has been placed on the privacy challenges associated with AI,
and approaches such as data anonymization and minimizing the collection of personal
information have been explored to protect individual privacy in AI systems.

It is essential to develop and adopt robust frameworks to ensure the security and pri-
vacy of AI. These frameworks provide guidance and best practices to protect data, mitigate
security risks, and preserve individual privacy. By implementing these frameworks, we
can encourage the responsible, ethical, and trustworthy use of AI, building trust among
users and stakeholders.

However, it is essential to note that new challenges in AI security and privacy are
constantly evolving. We face new challenges and risks as technology advances and new sce-
narios and applications emerge. Therefore, staying current, monitoring emerging insights,
and researching and developing solutions to address these evolving challenges is crucial.

In addition, addressing these issues comprehensively and collaboratively is essential.
Governments, organizations, researchers, and society at large must work together to
establish solid regulatory frameworks, promote ethical standards, and raise the awareness
of the importance of AI security and privacy. By protecting data, mitigating security
risks, and preserving individual privacy, we can harness the power of AI responsibly
and ethically.
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