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Recent advances in the field of artificial intelligence (AI) have been pivotal in enhancing
the effectiveness and efficiency of many systems and in all fields of knowledge, including
medical diagnosis [1,2], healthcare [3], the Internet of Things [4], power systems [5], etc.
This includes the design and development of novel algorithms based on machine learning
and deep learning to be applied to data acquired from recently adopted devices, sensors,
and equipment for the automatic prediction and detection of patterns of interest. This also
includes the implementation of novel AI and big data technologies for extracting relevant
information from unstructured data with enhanced performance across different sectors [6].
The advances in the state-of-the-art methods addressing real-world AI applications vary
from novel feature selection procedures [7] to the development of novel and application-
based machine learning architectures [1,8]. In addition, some insights have been provided
towards Generative AI [9].

This Special Issue’s editorial review process accepted 38 high-quality manuscripts.
Among them, significant fundamental methods applicable to action recognition in health-
care, surveillance, network security and transport sciences have been proposed and de-
veloped. One of those methods is based on a graph-driven attentional convolutional
network (Contribution 1); another is based on a sequence segmentation attention network
for skeleton-based action recognition (Contribution 2). In addition, a static gesture recogni-
tion algorithm has been introduced based on improved YOLOv5 (Contribution 3). Some
fundamental methods have been proposed for generating and propagating features. One of
the key methods proposed is a feature-pyramid-network-driven feature fusion single-shot
detector to extract and propagate high-level multiscale semantic feature maps to enable
real-time prostate capsule detection (Contribution 4). Another method developed a feature
enhancement single-shot multibox detector for remote sensing image target detection (Con-
tribution 5). Moreover, a real-time semantic segmentation, light-weight asymmetric spatial
feature network has also been proposed (Contribution 6), as well as a feature trajectory
clustering algorithm driven by deep learning for spatio-temporal features in cityscapes
(Contribution 7). Another contribution proposes an image-style transfer learning approach
based on a halo attention-driven deep neural network (Contribution 8). With the awareness
of trustworthy AI and fairness, one contribution suggests the feature set extraction based
on consistency of their explanation via different explainable AI methods (Contribution
9). Also, another research work suggests the use of least squares to improve piecewise
linear approximation to control the change in absolute error in back propagation in neural
networks (Contribution 10).

Significant advancements and breakthroughs in AI have been observed in the field
of healthcare. New deep learning-driven techniques have been introduced for predicting
labor based on time series electrohysterogram signals under low-cost settings (Contribu-
tion 11) and freehand 3D ultrasound reconstruction based on measuring the trajectory of
conventional 2D ultrasound (Contribution 12). Application-driven traditional machine
learning and deep learning methods have been developed for effective hospital manage-
ment (Contribution 13), as well as for the early prediction of life-threatening infections,
e.g., sepsis (Contribution 14), and for detecting granulation tissue to track chronic wound
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healing in diabetic foot ulcers (Contribution 15). Due to the bottlenecks associated with
the availability and integrity of data, a novel study has been conducted to synthesize time
series multivariate data, which can be acquired through the use of modern smart watches
(Contribution 16). The study developed two techniques, i.e., a temporally correlated multi-
modal generative adversarial network and a document sequence generator, to synthetically
generate the data obtainable from smart watches.

Some advancements have been made in the field of natural language processing
and speech and time series signal processing, where the data are generally in encoded
sequential fashion into embedding matrices. The NLP has many applications, especially in
human–computer interaction, task-oriented dialogue systems, etc. A key advancement has
been made towards dialogue state and context tracking via a transformer-based mechanism
(Contribution 17). Another technology utilizes transformers with hierarchical frame-level
networks for speech enhancement at the spectrogram level (Contribution 18). Another
work developed a self-supervised contrast learning approach for the specific emitter iden-
tification of radio signals, which addressed the challenge associated with training deep
learning models due to large unlabeled datasets (Contribution 19). Some advancements
have been made towards hybrid models combining the sentence-based models from two
transformer-based NLP models (BERT and USE) and an unsupervised LSTM autoencoder
for sarcasm detection (Contribution 20). Another attempt developed a multimodal feature
fusion approach by joining aggregation and propagation structures via bidirectional graph
convolutional network and BERT model for detecting rumors in social media (Contribu-
tion 21), which can be compared with traditional machine learning and deep learning
approaches (Contribution 22).

Significant advancements have been made in the field of artificial intelligence in
anomaly detection for network security. Traditional machine learning models based on
k-means and sequential minimal optimization methods (Contribution 23) and deep forest
methods (Contribution 24) have been proposed for detecting anomalies and malicious traffic
detection. In addition, deep learning architectures based on GRU have also been proposed
for time series anomaly detection (Contribution 25). This is highly applicable in different
fields such as the Internet of Vehicles, as trajectory analysis and traffic flow prediction
require anomaly and malicious traffic prediction. A key advancement has been made in
federated learning frameworks based on incremental weight and diversity selection for
the incremental learning in the Internet of Vehicles (Contribution 26). Most of the learning
has been based on real-time vehicular network trajectory analysis, such as via introducing
digital twin network-based latency prediction (Contribution 27) and the identification of
cyber attacks via deep learning approaches (Contribution 28). Apart from deep learning
(Contribution 29), graph neural networks have been introduced to complex networks for
traffic flow prediction (Contribution 30). Trajectory clustering and spatiotemporal feature
networks have been extensively studied for aircraft trajectory prediction (Contribution 31).

Other advancements in machine learning and deep learning applications include im-
proved multi-layer perceptron energy meter fault diagnosis based on a deep belief network
(Contribution 32), an appearance defect detection method for cigarettes based on convolu-
tional block attention mechanism (Contribution 33), power forecasting of regional wind
farms via variational autoencoders and deep hybrid transfer learning (Contribution 34),
and poisonous plant species prediction using a hybrid model composed of a convolutional
neural network and a support vector machine (Contribution 35). Some applications of
the YOLO model for object detection include photovoltaic panel defect detection (Con-
tribution 36), stud leakage detection (Contribution 37), and surface defects detection in
aluminum profiles (Contribution 38). The approaches discussed in this Special Issue offer
readers a wide range of valuable paradigms that promote the use of fundamental and
applied AI in different application domains and, at the same time, provide rich material for
scientific thinking.
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