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Abstract

:

The unique characteristics of frescoes on overseas Chinese buildings can attest to the integration and historical background of Chinese and Western cultures. Reasonable analysis and preservation of overseas Chinese frescoes can provide sustainable development for culture and history. This research adopts image analysis technology based on artificial intelligence and proposes a ResNet-34 model and method integrating transfer learning. This deep learning model can identify and classify the source of the frescoes of the emigrants, and effectively deal with problems such as the small number of fresco images on the emigrants’ buildings, poor quality, difficulty in feature extraction, and similar pattern text and style. The experimental results show that the training process of the model proposed in this article is stable. On the constructed Jiangmen and Haikou fresco JHD datasets, the final accuracy is 98.41%, and the recall rate is 98.53%. The above evaluation indicators are superior to classic models such as AlexNet, GoogLeNet, and VGGNet. It can be seen that the model in this article has strong generalization ability and is not prone to overfitting. It can effectively identify and classify the cultural connotations and regions of frescoes.
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1. Introduction


1.1. The Cultural and Historical Background of Overseas Chinese


Ancestral buildings of overseas Chinese in China represent Mediterranean, Indian, and Nanyang architectural cultures that overseas Chinese introduced into their ancestral countries through the Maritime Silk Road. The multicultural fusion frescoes painted on the ancestral buildings of overseas Chinese also have a strong local painting style, which has spread to multiple cultural regions in the southeastern coastal areas of China [1]. This article conducts a comparative study on the pattern style and color of Jiangmen overseas Chinese frescoes representing the Wuyi Overseas Chinese Cultural District and Haikou Overseas Chinese frescoes representing the Qionglei Cultural District. The architectural fresco styles of Jiangmen and Haikou are exemplary examples of the integration of local culture and foreign Western culture. The frescoes on overseas Chinese buildings are a direct and reliable external language that reflects the local cultural origin. However, due to the different overseas Chinese cultures, historical backgrounds, and levels of Sino foreign exchange between the two regions, there are differences in the painting styles, decorative patterns, and styling designs of architectural frescoes.




1.2. Fresco Culture


Fresco painting is one of the earliest forms of painting in human history, which is known as wall art. In recent years, many scholars have done a lot of research work on the recognition and protection of mural paintings from different angles, and they have achieved gratifying results [2,3,4,5]. The digital protection and restoration of frescoes can preserve the fresco information intact and replicate it as needed. By using high-quality fresco images collected and processed, and by establishing a primitive and systematic database, the virtual display of frescoes can be achieved and can also provide a clear window for future generations to understand the historical background of frescoes and the culture of overseas Chinese locations. Lerme et al. [6] proposed a set of artificial intelligence image virtual reconstruction technologies that achieved the digital restoration of frescoes. Jiang et al. [7] addressed the issues of natural weathering and detachment in Dunhuang frescoes and utilized computer virtual restoration to assist in the replication and protection of frescoes. Dondi et al. [8] used a large dataset of hundreds of thousands of artificially generated fresco images as reference objects to identify frescoes of different colors in different periods and to match and repair severely damaged frescoes.




1.3. Fresco Recognition and Classification Methods


There are many studies on the recognition and classification of frescoes using traditional methods, such as feature extraction and classifier classification. For example, Cao et al. [9] targeted problems such as the small number of mural images and the difficulty in feature extraction; they proposed the Inception-v3 model of fusion transfer learning to identify and classify mural paintings and effectively extracted the high-level features. Tang et al. [10] used extracted fresco image features as a measure of image similarity to express the overall similarity between two images. Teixeira et al. [11] used feature extraction algorithms to select key points corresponding to fresco fragments and to reference images for repairing damaged fresco objects. Although traditional fresco recognition and classification methods can extract certain features from frescoes, due to the diversity of textures and colors in frescoes themselves, traditional methods cannot learn more abundant features of frescoes, resulting in insufficient generalization ability for feature extraction and classification of frescoes. In this paper, the ResNet-34 model of fusion transfer learning can better extract the rich texture and color features of fresco paintings. At the same time, transfer learning can better solve the problem of limited image quantity and insufficient generalization ability. With the continuous updating of deep learning, CNN has made many excellent achievements in the realm of image recognition and classification. The convolutional neural network is widely used in various fields in addition to helping medical imaging segmentation [12], resource prediction image [13], human motion recognition [14], cell image [15], and other image classification fields. Recently, CNN has been gradually applied to fresco image restoration, and image reconstruction and classification.




1.4. Heritage Conservation and Cultural Significance


In order to address the shortcomings of insufficient feature extraction in previous fresco recognition and classification methods, as well as the inability to reach a consensus on the source of frescoes in traditional manual recognition methods, more scientific and convincing identification of the source areas of frescoes should be carried out. Therefore, a method that can scientifically and effectively identify the source of frescoes is particularly important. In this paper, by collecting a large number of overseas Chinese frescoes in Jiangmen and Haikou areas, using the pretrained ResNet-34 network model and integrating transfer learning, a ResNet-34 model integrating transfer learning that can effectively identify the areas to which the frescoes belong is proposed, and the task of identifying and classifying overseas Chinese frescoes is completed. This research is a cross application of artificial intelligence technology and cultural anthropology. By identifying and categorizing the frescoes of overseas Chinese living in Haikou and Jiangmen, this study investigates the reasons for the style of frescoes drawn by overseas Chinese under the influence of Nanyang and North American cultures, as well as the proportions that are suitable for local cultural elements. This study can realize the practical and cultural significance of the protection and restoration of overseas Chinese cultural heritage a hundred years ago. Compared with the manual data processing of traditional anthropological field research, this study strengthens the depth and breadth of cultural research and has strong innovation and practicality.





2. Related Theories


2.1. Convolutional Neural Network (CNN)


CNN is one of the magnificent neural networks in the realm of deep learning technology [16,17,18,19,20]. This method was first put forward by Lecun et al. [21]. In recent years, CNN has been quickly updated and applied. CNN is the core of deep learning algorithms. Its name and structure are inspired by the human brain and mimic the way biological neurons transmit signals to each other. Generally, this includes the input convolution normalized activation pool, full connection softmax output, and other operations. Lenet marked the official debut of CNN [21], with Alexnet and VGG [22,23]. Now, ResNet is universally accepted [24], and CNN continues to improve and has been extensively applied in various fields [25,26,27,28,29,30].




2.2. Convolution Layer


The convolution layer of the convolutional neural network contains two dimensions, namely, height and width, which are commonly used in two-dimensional convolution operations. In general, convolution operations use a two-dimensional kernel array (also known as convolution kernel) to input data and obtain new two-dimensional data. The convolution kernel then moves over the input data, with each move representing one convolution operation. Through continuous convolution operations on the input data, a feature of the data is extracted, and X features are extracted from X convolution nuclei. The operation principle of convolution is shown in Formula (1), where X is the input matrix, and W is the size of the convolution kernel.


   S    i ,    j      =      X   ∗   W        i ,    j      =   ∑  m    ∑  n   x    i + m ,    j  + n      w    m ,    n       



(1)








2.3. ResNet-34 Network


Residual network is a CNN model proposed by four researchers. It has a good effect in image classification and target recognition [24]. The deeper the network model is, the more information can be obtained, and the richer the characteristics are. Data test analysis shows that with the deepening of the deep learning network, the model optimization effect becomes worse, and the accuracy of test data and training data also decreases accordingly. If the gradients between layers are between 0 and 1 and the layers are reduced, the gradients will disappear. On the contrary, if the gradient transferred layer by layer is greater than 1, then the gradient explosion will occur after layer-by-layer expansion. Therefore, a simple stacking layer will inevitably lead to network degradation. In order to make the deeper network train better, He et al. proposed a new network structure, namely, ResNet [31]. The advantage of the residual network is that it can alleviate the problem of gradient disappearance in a neural network. ResNet-34 is used as the primary network in this article. Table 1 is the specific parameter table of ResNet34 [24].



The pooling layer is mainly used for dimensionality reduction, which improves the fault tolerance of the model by reducing the number of parameters. Maximum pooling selects the maximum feature value in the region, which can better retain the texture features; average pooling selects the average characteristic value in the region, which can better retain the background characteristics. The calculation of average and maximum pooling is shown in Figure 1.




2.4. Image Feature Extraction


The frescoes of overseas Chinese residences are rich in color, and there are significant differences in the color expression of frescoes in the Jiangmen and Haikou regions. This article will use the histogram method to extract the color features of images in frescoes and analyze the color features in fresco images through calculations of different color ratios. The definition of the color histogram is shown in Formula (2):


H(m) = nm/N; m = 0, 1, …, L − 1



(2)







In Formula (2), m is the grayscale level to which the pixel belongs; nm represents the number of grayscale pixels; N is the total number of pixels; and L is the total number of grayscale levels. Due to the fact that fresco images are drawn on walls, the texture of frescoes is more complex compared to that of typical natural images. This study uses local binary patterns (LBP) to calculate the texture features of frescoes. The LBP algorithm can maintain the unchanged characteristics of the image under grayscale transformation operations, and it can provide more than 90% of the features of fresco images. The LBP algorithm is defined in Formula (3):


  LBP ( xc ,   yc ) =  ∑  p = 0   p − 1    2  p        i p  −  i c     



(3)







In Formula (3), (xc, yc) represents the central element in the neighborhood, with a pixel value of    i c   ; the pixel values of other elements in the neighborhood are    i p   ; p is the number of central elements; s(x) represents the symbol operator; and s(x) is defined in Formula (4).


  s  x  =       1 ,     x ≥ 0       0 ,     x < 0        



(4)








2.5. Transfer Learning


In most tasks in machine learning, deep learning, and data mining, we assume that the data used in training and inference follow the same distribution and come from the same feature space. However, in practical application, this hypothesis is difficult to establish, and some problems are often encountered: (1) the number of labeled training samples is limited; and (2) the data distribution will change. At this time, the transfer learning method is a good choice, that is, the knowledge in domain B is transferred to domain A, the classification effect of domain A is improved, and there is no need to spend a lot of time to label the data in domain A. Due to the limited number of frescoes in this study, which is quite different from the 10 million data sample size in ImageNet, it is difficult to train the deep network model. To achieve better training results, an important premise is to have enough data support. In order to solve this problem, we can use the method of transfer learning [32]. Because the training model parameters have a strong feature migration ability, they can be directly introduced when extracting features from other datasets, which cannot only improve the efficiency of network model development but also strengthen the model performance and accelerate the training process. This paper adopts a fine-tuning migration strategy. During the training process, only the softmax layer is changed, and other layers load the weight parameters that ResNet-34 has trained in the ImageNet dataset.





3. Materials and Methods


3.1. Study Area and Datasets


Jiangmen is a famous homeland of diaspora Chinese in Guangdong province, China, while Haikou is also an ancestral homeland for overseas Chinese. The geographical locations and sampling points of the two cities are shown in Figure 2. The experimental dataset of this study was captured and collected by a high-resolution SLR camera and high-definition smart phone. The classification of frescoes was studied using the styles and colors of fresco patterns from different regions as sample features.



The data of the experiment were collected from the Jiangmen overseas Chinese architectures. Its architectural style is a combination of Chinese and Western styles, mainly baroque style, imitation Renaissance style, Roman arcade style, Ionian column style, and a small amount of south China traditional style. Jiangmen architecture constitutes the historical imprint and urban memory of the changes in the Jiangmen urban architectural landscape caused by overseas Chinese investing in real estate in their homelands. The experimental data of Haikou were collected in the old arcade street of Haikou. The mural history reflected in the architectural heritage of the arcades in Haikou is closely related to the early overseas Chinese in Haikou who went overseas to make a living. Overseas Chinese who made a living in Namyang returned home to invest and build on a large scale. The Haikou arcade has a strong Namyang style. With an area of 25,000 square kilometers, there are nearly 500 arcade buildings. In this study, a total of 2385 overseas Chinese architectural frescoes was collected in the Jiangmen and Haikou regions.




3.2. Data Preprocessing


Data preprocessing can eliminate duplicates, errors, and poor-quality images. To facilitate the construction of CNN and network training, the sample image size is reset to 224 × 224 pixel. Generally, the larger the amount of training data, the more accurate the recognition rate of the system. Therefore, to obtain a successful neural network, a large number of parameters is needed. However, in practice, it is difficult to find a large number of original data that can be used for training. In this case, it is necessary to expand the data before providing it to the model, that is, data enhancement.



Dataset enhancement is mainly carried out to increase the amount of training data, improve the generalization ability and robustness of the model, and reduce the overfitting phenomenon of the network. The data enhancement method adopted in this paper (as shown in Figure 3) mainly included Gaussian noise [33], contrast enhancement [34], image sharpening [35], and image rotation [36], and the number of database images was expanded to a total of 11,380 images. We constructed the Jiangmen Haikou fresco image dataset (JHD). The cross-validation method was used for dataset division. For the preprocessed dataset, the images of each category were randomly divided into three parts, 80% of which were the training set, 10% of which were the test set, and 10% of which were the verification set. CNN is the most popular neural network model for image classification. Image classification is given a group of images marked with a single category. We needed to predict what category they were for a new group of test images and measure the accuracy of the prediction. This research had two different styles of wall painting. We used ResNet-34 to train the model and identify the image features. After fine-tuning the parameters, our model could better classify the architectural frescoes.




3.3. Classification Model of Expatriate Frescoes Integrating Transfer Learning


Due to the low quality and small quantity of fresco images, in order to extract the characteristics of fresco images in depth on the JHD fresco dataset in this study, the model in this paper will conduct pretraining on the large ImageNet dataset and apply the knowledge learned from transfer learning to the JHD fresco dataset so as to identify and classify the fresco images. The classification model for overseas Chinese fresco images proposed in this article includes feature extraction and classification sections. The feature extraction section uses a convolutional neural network, a color histogram, and an LBP texture feature histogram. The classification section is the softmax layer. The classification model is shown in Figure 4.



In Figure 4, the proposed classification model of expatriate frescoes integrating transfer learning is mainly divided into three parts for regional classification of frescos. Firstly, a pretrained ResNet-34 model is adapted to extract high-dimensional features from frescos. In order to better express the features extracted from the front-end convolutional layer, three consecutive fully connected layers are used to extract the deep features of the fresco image. Then, the color histogram is used to extract the color features of the fresco, and the LBP texture histogram is used to extract the texture features of the fresco image. Finally, the high-dimensional features extracted from the pretrained model are fused with artistic features to generate feature vectors as the required output nodes in the softmax layer.




3.4. Improved Classification Model for Overseas Chinese Frescoes


3.4.1. Integrating Transfer Learning to Enhance the Stability of the Model


Due to the local characteristics of existing overseas Chinese frescos, as well as the problems of limited quantity, severe damage, and poor quality of fresco images, the collection and preprocessing of overseas Chinese fresco images are relatively difficult. We need to collect fresco images from different cities for regional classification of overseas Chinese fresco images, which makes it more difficult to collect and organize a great number of data. To optimize the result of the model training and better withdraw the deep features of the fresco image, and to overcome the instability of the model caused by the complexity of fresco features and the cliff problem in the process of feature extraction, this method is based on the ResNet-34 model and integrates transfer learning. The purpose of transfer learning is to transfer valuable information learned in one field to another, so that the final classification results will not be affected by the changes of fresco image pixels.



The method of integrating transfer learning is to pretrain the ResNet-34 model on the large dataset ImageNet, extract the shallow features of the image, and then apply the transfer learning knowledge as the output of the model bottleneck layer to the JHD fresco dataset. This model freezes the convolutional layers before the fully connected and softmax layers of the ResNet-34 model, trains a new fully connected and softmax layer for deep extraction of image features from frescos, and completes the network training and fresco classification tasks.




3.4.2. Introducing Cross Entropy Function to Stabilize Model Gradient


To solve the vanishing gradient problem of the model, this study uses the loss function of the cross entropy function and the softmax function. It can effectively solve problems such as slow or stagnant weight updates of hidden layers caused by the phenomenon of model gradient vanishing. Cross entropy represents the distance between the actual and desired outputs of the model. The smaller the value of cross entropy, the closer the actual output and the expected result of the model are, and the better the effect is. In the process of backpropagation, the cross-entropy value of the training process is output, which can be used to judge whether the model is overfitting.




3.4.3. Increasing the Number of Fully Connected Layers to Enhance Image Feature Expression


When using the original network model directly to extract fresco images of overseas Chinese, there is often a problem of insufficient image feature extraction. On the pretrained ResNet-34 model during this experiment, after fine-tuning the parameters of all layers, in order to better learn and express the high-dimensional image features extracted by the front-end network, three consecutive fully connected layers were constructed after the bottleneck layer of the network model. To avoid gradient dispersion issues, the softmax layer is selected to classify image features.





3.5. Classification Process of Overseas Chinese Architectural Frescoes


The framework for regional classification of overseas Chinese architectural frescoes by the ResNet-34 model integrating transfer learning is shown in Figure 5, which is mainly divided into the following six stages.



Stage 1: Fresco image preprocessing stage. The input data for this stage comprise the original image dataset of overseas Chinese architectural frescos, and the output data comprise the training set, testing set, and validation set of the frescos. The specific steps are as follows: (1) Modify the size of each fresco image in the original dataset, and the unified format is 224 × 224 pixels, eliminating duplicates, errors, and poor quality images. (2) Expand the image dataset using preprocessing methods such as Gaussian noise, salt and pepper noise, histogram equalization, and rotations of the image to obtain the JHD fresco dataset. (3) Using a random function on the JHD dataset images, 80% of the fresco images were used as the training set, 10% of the fresco images were used as the test set, and 10% of the fresco images were used as the validation set.



Stage 2: Model pretraining stage. At this stage, the input data constitute the training set, and the output data constitute the transfer model. The specific steps are as follows: (1) Train on a large dataset ImageNet and pretrain the ResNet-34 model. (2) Adjust the parameters of the model slightly, and record the changes of learning rate and accuracy rate at different iterations. (3) Train the training set of fresco images to obtain the trained ResNet-34 model. (4) Obtain the migration model.



Stage 3: Image art feature extraction stage. At this stage, the input data comprise the training set, and the output data are the artistic features of fresco images. The specific steps are as follows: (1) Use the color histogram algorithm to extract the color features of fresco images. (2) Use the LBP texture histogram algorithm to extract texture features of fresco images. (3) Obtain the artistic features of the fresco.



Stage 4: Feature fusion stage. At this stage, the input data are high-level features and artistic features of frescos, while the output data are fusion features of fresco images. The specific steps are as follows: (1) Obtain the deep features of the frescos extracted from the pretrained model. (2) Obtain color and texture features of the frescos. (3) Integrate deep features, color features, and texture features to obtain artistic features.



Stage 5: Model testing stage. At this stage, the input is the test set, and the output is the test accuracy. The steps are as follows: (1) Import the test set into the pretrained transfer model. (2) Use the statistical classification results to obtain the final accuracy rate.



Stage 6: Model validation stage. At this stage, the input is a validation set, and the output is obtained to verify the accuracy of fresco image classification. The steps are as follows: (1) Import the validation set into the pretrained transfer model; (2) obtain statistical validation of the results.





4. Results and Discussion


4.1. Experimental Environment


In this paper, the hardware environment of this experiment was as follows: an Intel Core i7-9700 CPU processor, 16 GB of RAM, and an NVIDIA GeForce RTX 3090 GPU. The SPM12 and CAT12 toolkits in MATLAB R2016b were used for image preprocessing. The network model was built using the open-source deep learning framework Python, the Python library version was Python 3.8, and pytorch 1.9 was used to build the model with an input image size of 224 × 224 × 3 pixels. The principle of hyperparameters is to design a nested learning process where one learning algorithm finds the optimal hyperparameters for another learning algorithm. In this article, 80% of the dataset was used for training, 10% for testing, and 10% for validation. Training set data were used for training, and test and validation set data were used for training hyperparameters. Based on the characteristics of our dataset and model, the hyperparameter settings were as follows: epochs = 100, Batch_size = 32, Initial Learning rate Learning_Rate = 0.01, Weight_ Decay = 0.0001, Dropout = 0.5.




4.2. Evaluation Index


The accuracy was used to evaluate the test results. The calculation formula of the accuracy rate is shown in Formula (5):


  Accuracy =   TP + TN   /   TP + FP + FN + TN    



(5)







Among them, TP (true positions) is the number of correctly divided positive examples; FP (false positions) is the number of samples that are incorrectly divided into positive cases; FN (false negatives) is the number of samples that are incorrectly divided into negative cases; and TN (true negatives) is the number of samples that are correctly divided into negative cases.




4.3. Results and Analysis


4.3.1. Model Training and Validation


The number of iterations is the number of times the model iterates over the training set. Too few iterations will result in underfitting the model, while too many iterations will result in overfitting the model. In this study, an adaptive algorithm was used to adjust the number of iterations. The number of iterations was dynamically adjusted based on the model’s performance on the validation set. In this experiment, after training and testing the model many times, the number of iterations of network training epoch was set to 100, the batch_size was set to 32, the Adam optimizer was used to speed up the convergence of the model, the learning rate was set to 0.0001, and the cross entropy loss function was used to realize the feature extraction and classification of arcade patterns. As can be seen in Table 2, the learning rate was 0.0001, and the research model had better performance. Figure 6 shows the changes of accuracy and cross entropy in the training process. From Figure 6, it can be seen that during the model training process, the training accuracy continued to increase. After reaching 60 training times, the accuracy of the model tended to stabilize, reaching around 98%. It can be seen from the cross entropy in Figure 6 that with an increase in training times, the cross entropy kept decreasing and tended to be stable after 60 times. In summary, the model in this article had good performance during the training process and was not prone to overfitting.



The learning rate is a scale factor that adjusts the weight during training. Too large a learning rate will cause the model fluctuation to fail to converge, while too small a learning rate will make the model converge too slowly, wasting training time and computing resources. In general, the initial learning rate can be set to 0.01, and if the model training is unstable, one can try to lower the learning rate. In this experiment, when the number of iteration steps was the same, the learning rate was set to 0.0001, 0.001, and 0.01, respectively, for multiple groups of experiments. Finally, the experimental results were statistically analyzed. The comparison of accuracy under different learning rates is shown in Table 2. As can be seen from Table 2, when the learning rate (LR) was 0.0001, the model in this paper showed good performance, and the final accuracy was as high as 98.41%. Compared to the two groups of experiments with learning rates of 0.001 and 0.0001, the accuracy of this model was improved by 8.61% and 4.04%, respectively.




4.3.2. Comparison of Different Fresco Features


In the experiment of identifying fresco areas where overseas Chinese reside, the color features, texture features, and painting style of fresco images will have a significant impact on the experimental results. The painting style of frescos is a reflection of the culture of the time, and it is also based on color characteristics. The recognition accuracy between regions with significant differences in fresco color and texture is higher. Based on the above research, this section conducts comparative experiments from two aspects.



(1) In order to verify the impact of the color features of fresco images on recognition performance, a portion of the fresco images were selected for color adjustment, including increasing grayscale values, increasing saturation, and inverting color transformations, before proceeding with fresco region recognition. Figure 7 is an example of color adjustment for a fresco image. In Figure 7a, the image used in the experiment was a 224 × 224 pixel size original fresco image, whereas in Figure 7b, the image increased the grayscale value based on Figure 7a, and in Figure 7c the image increased the saturation value based on Figure 7a,d, where the image underwent an inverse color transformation based on Figure 7a.



Table 3 represents the probability that the fresco images of overseas Chinese residences are correctly recognized as preset regional labels. From Table 3, it can be seen that after adjusting the color of the fresco image, the final recognition accuracy decreased. The accuracy decreased by 61.53, 1.76, and 27.15 percentage points after increasing the grayscale value, saturation, and inverse transformation, respectively. The above experiments indicate that after the loss of some color features in overseas frescos, the color histogram did not extract the rich color features of the fresco image, resulting in poor learning and classification of features when recognizing regions.



(2) In order to verify the impact of texture features on the recognition effect of fresco images, and considering that the change in image resolution directly affects the calculation of texture features, a portion of fresco images was selected for resolution adjustment before region recognition. Due to the influence of image resolution on the texture features of the image, this experiment expanded the resolution of the original image to 2 and 4 times, respectively, and applied them to the network model in this paper to determine the accuracy of the image being recognized as the correct region.



Table 4 represents the probability that overseas Chinese architectural fresco images are correctly recognized as preset area labels. From Table 4, it can be seen that as the image resolution increases, the texture features of the image become more blurry, and the final recognition accuracy also decreases.



From Table 3 and Table 4, it can be seen that the color features of the image have a significant impact on the accuracy of the final image recognition, while the texture features of the image have a relatively small impact. From this, it can be concluded that color features play a decisive role in the recognition and classification experiments of fresco regions in this article.




4.3.3. Comparison of Performance between Different Models


In order to better reflect the advantages of the ResNet model and transfer learning fusion method in arcade area recognition and classification, this paper compared the accuracy of this model with the classical deep learning network model. The classical deep learning network models include AlexNet [37], GoogLeNet [38], and VGGNet [39]. The comparative experiment of this experimental model adopted the same configuration of software and hardware environments and used the same super parameter setting and the same image preprocessing method in data training. Finally, the accuracy and recall rates were used to analyze the classification results of different models. The accuracy rate was determined for our prediction results, which indicated how many of the predicted positive samples were truly positive samples. The recall rate was determined for our original sample, which indicated how many positive examples in the sample were predicted correctly. As shown in Table 5, the accuracy rate of transfer learning and ResNet-34 in this paper was 98.41, and the recall rate was 98.53. Compared with AlexNet-10 and AlexNet-S6, the accuracy rates were 85.51% and 86.68%, and the recall rates were 83.79% and 84.55%. The accuracy rate of the GoogLeNet network was 90.29%, and the recall rate was 89.61%. The accuracy rate of the VGGNet-16 network was 89.26%, and the recall rate was 88.15%. It can be seen from the above table that our model used in this paper had good performance in classification of arcade decoration images. The above experimental research shows the correctness of this idea and the effectiveness of the method.



As can be seen from the results discussed above, although AlexNet, GoogLeNet, and VGGNet models have high accuracy in deep learning image processing and great advantages in image processing, the results of the small data sample test lacking transfer learning are obviously inferior to the results of our model test in this paper. The ResNet-34 model integrated with transfer learning in this paper has the following two advantages: (1) The network model is deeper, can extract more image features, and has better performance in image recognition; and (2) when the dataset is small, ideal results can also be trained.






5. Conclusions


In order to solve the problems of small number, poor quality, difficulty in feature extraction, and similarity between pattern text and painting style of fresco images on overseas Chinese buildings, this paper proposed a ResNet-34 model and method integrating transfer learning and applied it to the recognition and classification of overseas Chinese architectural frescos. This model adopted the method of transfer learning, trained on the large dataset ImageNet, and obtained the transfer model. It trained the training set of fresco images to obtain the trained ResNet-34 model. It solved the training problem caused by the small amount of data in the overseas Chinese architectural fresco dataset. The dataset was expanded by data enhancement and an expansion algorithm. Finally, the classification accuracy on the test set was 98 41%, which shortened the data operation time, and it could extract the features of architectural images and classify them. Compared with the classical convolution neural network, each evaluation index was better than AlexNet, GoogLeNet, VGGNet and other classical models. Compared with AlexNet-10, AlexNet-S6, GoogLeNet, and VGGNet-16 network models, the accuracy of our model for overseas Chinese hometown building recognition improved by 13, 11.73, 8.12, and 9.15 percentage points, respectively. The experimental results showed that the proposed model has stable recognition and classification performance, higher accuracy, and faster convergence. This research is innovative applied research that applies the most advanced computer research methods to architectural frescos of overseas Chinese residences. The classification of architectural ornamentation containing cultural information in the Wuyi Overseas Chinese cultural area and the Qionglei cultural area is carried out to achieve accurate positioning of the sources of other ornamentation images and cultural areas. Finally, the research results of this paper can provide technical support for digital storage, protection, and dissemination of overseas Chinese architectural culture tracing and pattern evolution. More importantly, the network model and database can provide data support for the cultural and historical background of overseas Chinese searching for roots and repairing ancestral homes. In the experiment, due to small differences between the hardware environment and the painting style and color of some overseas Chinese architectural fresco images, the model in this paper cannot extract good color features for the color gradient and cliffs of frescos. In future research, in response to potential challenges and the current small amount of data, we will continue to expand the JHD image dataset, conduct further research based on the characteristics of frescos themselves, and improve classification accuracy, making the regional classification of overseas architectural frescos more rapid and effective.
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Figure 1. Pool operation. 
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Figure 2. Geographical locations and sampling points of the research area. 
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Figure 3. Examples of image data enhancement. 
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Figure 4. Classification model of overseas Chinese frescoes integrating transfer learning. 
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Figure 5. The framework of the ResNet-34 model integrated with transfer learning to classify the expatriate frescoes. 
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Figure 6. Changes in accuracy and cross entropy during training. 
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Figure 7. Color adjustment of fresco images. 
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Table 1. ResNet34 parameter table.
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Layer Name

	
Output Size

	
34-Layer






	
conv1

	
112 × 112

	
7 × 7, 64, stride 2




	
Max pooling

	
3 × 3

	
stride 2




	
conv2_x

	
56 × 56

	
         3 × 3 ,       64       3 × 3 ,       64       × 3   




	
conv3_x

	
28 × 28

	
        3 × 3 ,       128       3 × 3 ,       128       ×  4




	
conv4_x

	
14 × 14

	
         3 × 3 ,       256       3 × 3 ,       256       × 6   




	
conv5_x

	
7 × 7

	
         3 × 3 ,       512       3 × 3 ,       512       × 3   




	
Global Average Pooling




	
Fully Connected Layer




	
Softmax











 





Table 2. Comparison of accuracy at different learning rates.
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	Number
	LR
	Accuracy





	1
	0.01
	89.80%



	2
	0.001
	94.37%



	3
	0.0001
	98.41%










 





Table 3. Comparison of regional recognition accuracy for fresco images with different color features.
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	Color Feature
	Accuracy





	Original Image
	98.41%



	Increase Grayscale Value
	36.88%



	Saturation Add
	96.65%



	Inverse Transformation
	71.26%










 





Table 4. Comparison of regional recognition accuracy of different resolutions of overseas Chinese fresco images.
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	Resolution Ratio
	Accuracy





	224 × 224
	98.41%



	448 × 448
	91.58%



	896 × 896
	89.79%










 





Table 5. Performance comparison of different models.
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	Model
	Accuracy
	Recall Rate





	AlexNet-10
	85.41%
	83.79%



	AlexNet-S6
	86.68%
	84.55%



	GoogLeNet
	90.29%
	89.61%



	VGGNet-16
	89.26%
	88.15%



	Ours
	98.41%
	98.53%
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