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Abstract: With the shift towards the human centric, sustainable, and resilient Industry 5.0, the need
for training operators in complex industrial systems has become increasingly crucial. This paper
explores the significance of collaborative extended reality (XR)-based engineering education in the
preparation of the next generation of operators, denoted as Operator 5.0. By leveraging immersive
technologies, operators can gain hands-on training experience in virtual or augmented environments.
By incorporating these elements, operators can undergo comprehensive and personalized training,
resulting in improved performance, reduced downtime, enhanced safety, and increased operational
efficiency. Additionally, the framework is tested within a laboratory environment in three different
case studies, focusing on maintenance and repair operations in the context of modern manufacturing
in order to test its functionalities. Therefore, in this research, the current developments have been
debugged and examined in order to test all of the functionalities of the digital platform so that the
revised and improved version of the digital platform can be tested with a wider industrial and
educational audience.
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1. Introduction

The societal and manufacturing landscape are currently undergoing significant changes
due to the ongoing Industry 4.0 revolution, which introduces innovative techniques and
technologies in the field of industrial engineering and creates a rapid shift towards hu-
mancentric, resilient, and sustainable Society 5.0 and Industry 5.0 paradigms [1]. This
research emphasizes the importance of extended reality (XR) technologies, including aug-
mented reality (AR), mixed reality (MR), and virtual reality (VR), in the realm of modern
manufacturing [2]. These immersive technologies offer new possibilities for maintenance
support, training of shopfloor personnel, and collaborative product design [3]. With the
increasing complexity of modern machines, maintenance tasks require well-trained and
skilled personnel. However, overseas support can be both time-consuming and expen-
sive. AR technology has shown promise in providing maintenance support tools, but they
are limited to predefined scenarios, thus requiring the development of suitable XR tools
that enable real-time communication and digital information registration in the user’s
field of view (FOV) [4]. In the mass personalized market scheme, customers are seeking
highly personalized products, while there is an increasing demand for increased quan-
tities, improved product quality, and shorter delivery times [5]. AR technology, with its
ability to superimpose digital content on the user’s FOV, allows academia to upskill the
new engineer generations by providing them with more robust and concurrent skills and
competencies. Frameworks for collaborative product design based on AR, facilitated by
Cloud technologies, become essential in meeting market demands. Further to that, com-
munication and information exchange between engineers, which takes place whenever
tools such as computer-aided manufacturing (CAM) and computer-aided design (CAD) are
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used, pose challenges, particularly when multiple individuals from different departments
or companies are involved. Integration of customers in the design phase and access to
customer requirements have a direct impact on the product lifecycle, necessitating efficient
digital tools and technologies [6,7].

The current industrial era is mainly characterized by the vast digitalization and the
digital completion of systems based on the integration of key technologies, such as the
Internet of Things (IoT) and XR technologies, specifically MR. By extension, engineers use
these technologies to enhance existing computer-aided tools. Thus, this paper investigates
the requirements for integrating XR technologies in virtual models of manufacturing
and production plants as well as educating the new generation of engineers, known as
Operators 5.0 [8]. The implementation of various frameworks is presented, highlighting
key requirements and introducing readers to cornerstone digital technologies.

Further to the abovementioned challenges, the term “metaverse” was coined by Neal
Stephenson in his 1992 science fiction novel “Snow Crash” [9]. It refers to a virtual reality-
based successor to the internet, where users can engage in immersive and interactive
experiences within a shared virtual space. The metaverse is envisioned as a vast inter-
connected network of virtual worlds, where individuals can explore, socialize, create,
and conduct various activities. It is often described as a convergence of virtual reality,
augmented reality, and the internet, offering a seamless blending of physical and digital
realities. The metaverse represents a vision of a fully realized virtual universe, where
users can interact with each other and the digital environment in ways that mirror or
transcend real-world interactions [10]. In the rapidly evolving landscape of Industry 4.0
and Industry 5.0, traditional approaches to engineering education are no longer sufficient
to equip students and professionals with the skills needed to thrive in complex and inter-
connected industrial environments. The Industrial Metaverse bridges the gap by offering
a collaborative and interactive space where learners can engage with virtual simulations,
augmented reality tools, and expert knowledge from various domains. This virtual realm
enables hands-on experiences, allowing students to gain practical skills, experiment with
cutting-edge technologies, and explore real-world scenarios without the limitations and
costs associated with physical setups. Moreover, the Industrial Metaverse fosters col-
laboration, enabling learners to connect with peers and industry experts from different
locations, facilitating knowledge exchange, networking, and the opportunity to work on
multidisciplinary projects. By embracing the Industrial Metaverse in engineering education,
institutions and learners can stay at the forefront of technological advancements, develop
a deep understanding of complex systems, and cultivate the adaptability and creativity
required to navigate the ever-changing industrial landscape [11].

1.1. Contribution of Paper

While there has been growing research on the application of mixed reality (MR) tech-
nologies in engineering education, there is a notable gap in the literature regarding the
specific focus of collaborative mixed reality-based engineering education for training the
Operator 5.0. The Operator 5.0 concept encompasses the skillset required for operators
to navigate the complexities of advanced industrial systems in the era of Industry 5.0.
However, based on the authors’ knowledge, there is limited research exploring how col-
laborative MR-based educational approaches can effectively address the unique training
needs of Operator 5.0. Furthermore, there is a need to investigate the effectiveness of these
approaches in terms of improving operator performance, reducing downtime, enhancing
safety, and increasing operational efficiency. Addressing this literature gap is crucial to
inform the development of innovative and effective training methodologies that align
with the demands of the evolving industrial landscape and prepare operators for the
Operator 5.0 role.
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1.2. Manuscript Organization

The organization of the paper is as follows. In Section 2, the most pertinent literature
is investigated in the field of immersive technologies towards collaborative training and
education. Further to that, the Metaverse is also investigated as a more holistic approach
as we move towards Society 5.0. In Section 3, an overview of the proposed platform
architecture is then presented, covering the design and development process. In Section 4,
the software and hardware used for the implementation of the proposed digital platform
is discussed in detail. Finally, in Section 5, we conclude the paper, and future research
directions are discussed, including the proposal of a method for the testing and validation
of the proposed digital platform and its functionalities.

2. Literature Review
2.1. Review Methodology

The peer-reviewed articles required for the bibliometric analysis were obtained using
the Scopus database. A literature search was conducted in June 2023, according to the steps
presented in [12], with the following research query:

“(TITLE-ABS-KEY (metaverse AND education) OR TITLE-ABS-KEY (industry 5.0)
OR TITLE-ABS-KEY (operator) AND TITLE-ABS-KEY (immersive AND learning))
AND (LIMIT-TO (SUBJAREA, “ENGI”) OR LIMIT-TO (SUBJAREA, “COMP”))”

Scopus, among others, is a widely used abstract and citation database that covers
a broad spectrum of academic disciplines. In addition, it offers several advantages for
researchers, academics, and institutions. To be specific, Scopus includes a vast collection
of peer-reviewed journals, conference proceedings, patents, and other scholarly content
from a wide range of fields, ensuring comprehensive coverage of research topics. Scopus
also provides citation data, including citation counts, h-index, and co-authorship analysis,
which helps researchers to assess the impact and influence of their work. Among the most
important features provided by Scopus is the utilization of advanced search algorithms and
indexing techniques in order to ensure accurate and relevant search results, which helps
researchers to find the most relevant articles quickly. By extension, the abovementioned
tools have been used in conjunction with the VOSviewer software (version 1.6.19) in order
to analyze the literature review results in depth. The use of Scopus is also justified by the
fact that it offers various metrics, such as SNIP (Source Normalized Impact per Paper) and
SJR (SCImago Journal Rank), to evaluate the quality and the influence of journals.

The specific literature for journals, conference proceedings, title words, and years was
searched. The initial search returned a total of 160 scientific literacy articles. Among them,
there were 61 journal articles, 88 conference papers, 5 book chapters, and 5 review papers.
In addition, and regarding the topic, the majority of the publications fall under the topics
of Computer Science and Engineering.

The dataset of the results was changed into a CSV format for easier processing. To
visually analyze the bibliometric aspects of the research, we used VOSviewer software.
This software can create maps with shared networks, including keyword, publication,
country, and journal maps based on co-citation networks, and it also lets users remove less
important keywords and adjust the number of keywords. Basically, VOSviewer helps with
data mining, mapping, and grouping articles from scientific databases. Figure 1 displays
the subject areas connected to the scientific literacy keywords. VOSviewer can provide
three types of mapping visualizations for bibliometric analysis.
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In an attempt to better organize the key topics, a clustering operation was performed.
VOSviewer software identified five clusters. Clusters help to show connections between
topics, aiding interpretation of the results. Line thickness indicated the strength of the
topic pairs, while node size reflected keyword or topic frequency, clusters, and lines.
Figure 1 illustrates prevalent subjects like virtual reality, personnel training, augmented
reality, metaverse, engineering education, and industrial robots. These subjects received
substantial research attention from 2011 to 2023. Keywords without network connections
could develop new research areas.

2.2. Training through Immersive Learning with Extended Reality under the Framework of
Teaching Factory

Educational and vocational training is undergoing constant transformation due to
the emergence of new technologies within the context of Industry 4.0. Hence, in order
for companies to maintain their competitiveness in a highly volatile market, there is an
evident need for comprehensive training of the workforce [13]. In an attempt to overcome
this challenge, academia, in close collaboration with industry, under the framework of the
Teaching Factory, has provided a real-world, yet safe, environment to engineering students
so that they can enhance their skills by engaging in actual industrial challenges, thereby
adopting a learning-by-doing educational concept [14]. This paradigm also serves as an
ideal testing ground for academics to both develop and implement innovative education
models. By integrating modern digital technologies, tools, and effective educational strate-
gies, the training and development of young engineers can be effectively transformed to a
closed-loop control system. This fosters a feedback loop where practitioners’ knowledge
and experiences inform continuous improvements in teaching techniques and models,
thus elevating the quality of the education [15]. Consequently, the implementation of
Education 4.0 and Smart Learning ecosystems becomes essential for nurturing the skills
and competencies of knowledge workers, who are the workforce of the new era [16,17].

On the other hand, manufacturing and production is shifting towards digitalization,
and this is supported by innovative information and communication technologies, such
as Cloud computing, the Internet of Things, augmented and virtual reality, and big data
analytics under the Industry 4.0 framework [18]. However, during the last decade, one
of the key barriers for a wide variety of network applications is communication latency.
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Based on the existing literature, it is clear that the Internet of Things (IoT) has enabled
the interconnection of low-power sensors of limited transition and latency-tolerant smart
devices. However, despite the constant development and improvement of communication
protocols and standards, the latency problem still exists, and it negatively affects the quality
of services (QoS) and the quality of experience (QoE) in a wide variety of digital applica-
tions [19]. Hence, the Tactile Internet is expected to bring advantages, such as heightened
availability, security, and exceptionally rapid response times, which will introduce novel
facets to human-to-machine interaction through the facilitation of haptic and tactile sen-
sations. Moreover, the forthcoming fifth-generation (5G) mobile communication systems
are poised to bolster this emerging Internet at the wireless frontier. Consequently, the
Tactile Internet can serve as a foundational element to alleviate delays, especially in synergy
with 5G networks, and particularly for applications demanding ultra-reliable low-latency
performance like smart healthcare, virtual and augmented reality, and smart education and
e-learning [20]. To address these intricacies, it is essential to effectively identify both the
challenges and the opportunities presented by the integration of the Tactile Internet and the
emerging 5G systems in modern education. Within the context of the Teaching Factory, we
propose a framework that integrates a virtually simulated machine shop with its physical
counterpart, emphasizing the pivotal elements for successful human-machine interface and
real-time communication between the physical and the digital machine shops. Moreover,
extended reality (XR) is a set of rapidly growing digital technologies that facilitate the
development of high-quality visualization solutions, enabling the interaction of the user
with the digital and physical objects simultaneously in an immersive environment [21].

Further to that, the concept of “Human-Technology Symbiosis” [22] has revolution-
ized immersive reality (IR) technologies and computational systems, turning them into
a multidimensional communication medium that presents new opportunities, activities,
methodologies, processes, and services. Immersive Reality [23], encompassing VR, AR,
and MR, enables the integration of users’ physical reality with virtual elements during their
tasks and actions. This continuum between reality and virtuality aims to enhance users’
perception, experience, and understanding by allowing them to engage in a simulated
hybrid world and access information and knowledge in a personalized manner [24]. In
the current context, where the impact on learning, problem-solving, and decision-making
is significant, it becomes even more crucial for IR technologies and simulations to deliver
personalized user experiences that are tailored to individual human differences (Table 1).

Table 1. Summary of XR Applications towards Personalized Education.

Applications of MR Technologies in Personalized Education Technology Ref.

Laboratory experiments as well as remote studies using Virtual Reality (VR) have been
conducted, focusing on aligning the representation of hands in VR with the skin tone of the
participants.

VR [25]

Medical tasks with a focus on annotation. VR [26]

The current advancements in customizing virtual reality (VR) technology for the examination
and therapy of fear-related disorders. VR [27]

A review was conducted on methodologies for creating virtual prototypes of visual optical
systems that have the potential to be utilized in the development of Augmented Reality (AR),
Virtual Reality (VR), and Mixed Reality (MR) devices.

VR, AR, MR [28]

Study of how individual attributes influence user engagement in virtual reality settings. VR [29]

2.3. Blockchain and XR Technologies Integration in Education and Industrial Metaverse

Likewise, there has been a growing interest in the utilization of blockchain technology
within the field of education across various academic disciplines. However, the predomi-
nant focus has been on utilizing education blockchains for storing diplomas and grades,
with limited attention given to leveraging smart contracts and blockchain infrastructure
for the learning process itself [30]. The potential impact of blockchain technology on edu-
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cation encompasses several key aspects, including the secure storage of student records,
the prevention of fraud, the implementation of micro-credentialing systems, the estab-
lishment of secure and transparent voting mechanisms, the utilization of smart contracts,
the facilitation of enhanced collaboration and resource sharing, and the development of
decentralized learning platforms [30–34]. Moreover, Extended Reality (XR) technologies,
such as AR, VR, and MR, hold significant transformative potential in the realm of student
learning, particularly in technology-enhanced teaching (TF) and Learning Factory (LF)
settings. These XR technologies offer immersive and interactive experiences that simulate
real-world scenarios and facilitate the acquisition of practical skills. When combined with
blockchain technology, XR can further enhance TF environments by providing a secure
and transparent means to track and verify the progress and achievements of students.
This fusion of XR and blockchain has the capacity to create a more engaging and effective
learning experience while also delivering tangible and valuable outcomes for students. The
analysis of relevant articles has identified key XR applications in TF and LF that encompass
areas such as design, remote collaboration, and training [35].

2.4. Operator 5.0

The advent of Industry 4.0 and 5.0 has introduced novel complexities for various
industries. While the initial emphasis was on fostering resilience at a corporate level,
there is now a growing demand to cultivate resilience at an operational level, empowering
individuals to exhibit resilient behaviors. Consequently, the concept of the Resilient Op-
erator 5.0 has emerged to address this demand. This paradigm strives to create intuitive,
symbiotic, human-centered, and cognitive computing environments that augment human
adaptability, productivity, and psychological well-being [36].

The concept of the Resilient Operator 5.0 can be described as an adaptable and re-
sourceful employee who utilizes creativity, expertise, and technological advancements in
order to challenge conventional thinking, with the ultimate goal of fostering economic
innovations that guarantee the longevity and the success of operational activities, even
in the presence of unforeseen or challenging circumstances [37]. The vision of Resilient
Operator 5.0 encompasses two main aspects: (1) it aims to establish “self-resilience” within
the workforce, acknowledging the inherent vulnerability of humans, by focusing on various
dimensions, such as biological, physical, cognitive, and psychological occupational health
and safety, as well as productivity of individual operators on the shop floor, and (2) it strives
for “system resilience” within human-machine systems operating in manufacturing envi-
ronments, where seamless cooperation between human operators and machines ensures the
optimal overall performance of the system [38]. In the context of “self-resilience,” biological
resilience pertains to maintaining occupational health and safety through the utilization of
smart healthcare wearable devices and advanced personal protective equipment. Physical
resilience involves equipping operators with exoskeleton technology in order to enhance
stamina, strength, and endurance. Cognitive resilience involves employing augmented
reality technology as a digital assistance system in order to sustain mental capacity under
stress and prevent human errors. Lastly, psychological resilience involves leveraging virtual
reality technology in order to create a secure virtual environment for training on risk and
crisis management [39]. Within the realm of “system resilience,” human-machine systems
demonstrate adaptive autonomy by dynamically adjusting their own autonomy levels and
sharing control, which ensures that the cooperative performance of the system remains
balanced between convenience, comfort, and continuity [40].

This paper will delve into the concept of “Operator 5.0,” identifying fundamental
technologies that are required for the impending operator era. This vision places emphasis
on human well-being, social sustainability, and resilience, all of which are crucial within
the framework of future work in intelligent and robust manufacturing systems. As the
evolution from the Operator 4.0 perspective to the Operator 5.0 one takes shape, the objec-
tive is to establish dependable interactions between humans and machines that encompass
automation, robotics, and AI systems. This evolution endeavors to cultivate genuinely
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intelligent and resilient manufacturing systems that not only harness the capabilities of
smart machines but also empower operators with new skills and tools, aligning with the
emergent “human-automation symbiosis” work paradigm. Operator 5.0 necessitates a
comprehensive skillset, blending technical prowess, adaptability, and a proactive approach
towards embracing technological advancements within the manufacturing domain. The
specific requirements for Operator 5.0 in accordance with the inherent characteristics of
Operator 4.0 are summarized in Figure 2.
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2.5. XR for Peolple with Disabilities

Extended Reality (XR), which encompasses VR, AR, and MR, holds significant po-
tential for improving the lives of people with disabilities, and the key points of this are
discussed below for facilitating individuals with disabilities based on the integration of
XR. XR can be used in therapeutic settings in order to create immersive environments
that aid in physical and cognitive rehabilitation. For example, VR simulations can be
tailored to assist individuals recovering from physical injuries, strokes, or surgeries to
regain motor skills and mobility. XR can provide new and engaging ways of learning
for people with disabilities [41]. Interactive and immersive content can cater to various
learning styles, and it can make education more accessible to individuals with different
abilities. XR can also facilitate social interactions for individuals who may have mobility
or communication challenges [42]. Virtual environments can allow people to connect,
interact, and communicate with others, regardless of physical location. AR applications
can offer real-time assistance for people with visual impairments by providing navigation
cues and identifying obstacles in their surroundings. XR applications can help individu-
als with cognitive disabilities to improve their attention, memory, and problem-solving
skills through engaging activities and games. XR can be used in the development and
testing of accessible products and environments. For example, AR can simulate how spaces
appear to individuals with different types of color blindness. XR experiences can help
promote empathy and understanding by simulating the challenges faced by individuals
with disabilities, and this can lead to increased awareness and inclusivity in society. XR
technology can enable the creation of adaptive user interfaces that cater to the specific
needs of particular individuals, whether that involves gesture-based interactions, voice
commands, or other accessible methods [43]. XR can also provide vocational training for
people with disabilities, allowing them to learn and practice the skills that are required for
various jobs in a controlled and supportive environment.
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3. Design and Development
3.1. Requirements

The objective of this research was to develop an educational digital platform that
offers a virtual environment that is enriched with educational resources, services, and
activities for university students and faculty following the concept of the hybrid Teaching
Factory. The design of the platform was based on analysis of user requirements gathered
from stakeholders, including students, professors, and university administrators. These
requirements were categorized into specific sections in order to emphasize the essential
functionalities expected from the digital platform. Ensuring a secure and efficient system
for managing user information, including the provision of unique avatars and display
names, was identified as a crucial aspect. User data and digital content are stored in the
cloud to facilitate convenient access when the user logs in.

The platform is intended to serve as a collaborative space for various stakeholders,
including staff, students, teachers, administrators, and event organizers, and this neces-
sitates the availability of communication features, such as text messaging and voice chat,
based on the architecture presented in [44]. As an educational platform, the platform has to
provide fundamental content in the form of static information, interactive non-playable
characters, and informative videos that can be easily updated by administrators using
a content management tool. Real-time interaction among users is a vital component of
the platform, and this requires seamless synchronization of data, such as avatar position,
display name, avatar status, and text messaging. The selection of an appropriate real-time
synchronization technology was carefully made, considering factors such as the maximum
number of concurrent users, latency, lag, and scalability. Moreover, the platform should en-
compass communication methods like text messaging and voice chat in order to effectively
operate as a multi-purpose online application. To enhance user engagement, gamification
elements may be incorporated to foster active participation in tasks and events within the
virtual world [45].

3.2. System Architecture

Figure 3 represents the design of the platform’s architecture, which was created
considering the identified needs. In order to ensure convenient accessibility through any
web browser, the front-end application was developed using Unity (version 2021.3.16f1) and
was deployed on a WebGL 2.0 platform [46]. The decision to utilize the Unity game engine
for this project was based on its applicability to facilitating cross-platform development,
which ensures that the developed application can be seamlessly integrated into various
platform devices, including VR, AR, mobile, and standalone applications. The front-end
of the application was integrated with the Playfab back-end service [47], which serves as
a repository for user credentials, personalized data (such as avatar configurations), and
user statistics. The selection of Playfab as the back-end service was motivated by several
factors, and one of these was its well-documented utilization as a standardized form of
data storage, specifically using XML (eXtensible Markup Language) [48].

In the bottom right section of Figure 3, the presence of the advanced Unity Multiplayer
& Networking [49] real-time online multiplayer distributed engine is evident. This engine
facilitates real-time synchronization of data among concurrent online users, and it exhibits
scalability in order to accommodate a significant number of simultaneous users, which is a
crucial feature for digital platforms. The content server, functioning as the repository for
virtual world information, is accessed and retrieved through the application programming
interface (API) that is provided. Administration of this server is facilitated by a web-based
application, depicted in the lower left portion of Figure 3. The successful execution of this
implementation is depicted in Figure 4, which displays the layout and the key components
for the registration page for the collaborative industrial design that is based on mixed
reality. The registration process adheres to a typical protocol: users complete a form and
consent to the terms of service. Subsequently, a confirmation email is dispatched to the
specified email address in order to verify the user’s registration.
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The tool is supported by a server, with the development of both the application
and the server occurring concurrently (Figure 4). The server serves as the foundational
component of the presented tool, and the interdependence between these two components
is crucial. The server houses a database where datasets from the tool are stored, and it
also facilitates file exchange between users through the File Transfer Protocol (FTP). The
primary functionality offered by this system is the establishment of a cloud-based CAD
exchange, which enables communication between the client, the manufacturer, and the
maintenance company (if it is different from the manufacturer). For users who are seeking
customization, they can request new product designs or modifications to existing ones.
In either case, the tool supports the FTP transfer protocol, allowing users to provide the
required CAD files. Additionally, the customization process incorporates the incorporation
of sensors at specific points/components of interest, which enables real-time monitoring
of product health. In this scenario, CAD files are utilized in order to generate augmented
reality (AR) scenes, displaying the precise positioning of selected sensor(s) on the product.
The server also plays a crucial role in data management. Data collected from sensors
or from user input is automatically stored on the server. Estimating timing and costs,
though, particularly for new tasks, can be a challenging endeavor. To address this issue,
our proposed method involves maintaining a comprehensive table containing information
on all of the maintenance tasks performed, including corresponding time and cost data.
This approach enables assigned engineers to accurately estimate the time and the cost
of each maintenance task when developing a maintenance plan for customers, thereby
leveraging the data tables that are stored on the server. Furthermore, data acquired from
machine sensors (if available) is utilized by the application in order to provide continuous
updates on the health of the equipment to the customer, who serves as the end user of
that equipment.

In order to establish communication between the tool and the Cloud, a series of
specialized scripts were created. Hypertext Preprocessor (PHP) was chosen as the program-
ming language for these scripts over other options such as Hypertext Markup Language
(HTML), due to its cost-effectiveness, user-friendly nature, compatibility with HTML, and
the abundance of support available on the Internet. To facilitate continuous communication
with the Cloud database, multiple PHP scripts were written and uploaded to the Cloud
database. Whenever the tool needs to communicate with the Cloud, the corresponding
script is invoked by the local script running in the background of the tool, which enables
the establishment of communication. Consequently, the tool necessitates uninterrupted
access to the Internet. To ensure this, the application checks for an Internet connection
upon startup, and it notifies users accordingly.

The result of this implementation is illustrated in Figure 5, which displays a screenshot
depicting the login and registration page. The registration process adheres to a standard
protocol, wherein the user completes the requisite form and consents to the terms of service.
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Subsequently, a confirmation email is dispatched to the provided email address to facilitate
user verification.
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Figure 6 presents a visual representation of an avatar’s attire and hairstyle, achieved
through the utilization of the customization functionality. The process of personalizing
avatars was facilitated by employing the Ready Player Me system.
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The Cloud platform offers various services, including the AR application, collaborative
VR environment, and File and Data Handling Service. This approach can be viewed as
an integral component of a Business-to-Business (B2B) or a Business-to-Customer (C2C)
marketplace, where the customer is an Original Equipment Manufacturer (OEM) seeking
customized designs for pre-existing CAD files. Nonetheless, certain limitations need to
be acknowledged. For example, in the present case study, it was necessary to maintain
the original housing or case of the personalized product (e.g., car differential) without
any modifications.

The mobile application implementation facilitates the realization of the AR application.
Through the utilization of Graphical User Interfaces (GUIs), users can choose and retrieve
3D models, which can then be seamlessly integrated into their real-world surroundings at
a full-scale ratio of 1:1. These 3D models are imported as Computer-Aided Design (CAD)
assemblies, allowing users to interact with the individual components. In order to provide
clear visual feedback, selected components are visually emphasized, which ensures that
users are promptly informed about their selections.

The Collaborative Virtual Reality (VR) environment encompasses several techniques
that are aimed at facilitating the simultaneous presence of engineers in a VR setting. In order
to initiate the multiplayer framework and to allow the simultaneous participation of more
than two users in an online session, a peer-to-peer connection is necessary. The development
of this service relies on the utilization of VR head-mounted displays (HMDs), such as the
Oculus Rift. Within the VR environment, users have the ability to interact with various
elements, access virtual menus to load 3D objects, to annotate these objects, to retrieve
information from a Cloud database, and to store data/files in the database. Manipulation
of the 3D objects is achieved through the use of hand controllers provided by the HMD.
Furthermore, to enhance communication among the engineers, voice communication
functionality is also incorporated. The purpose of this system is to facilitate the streamlined
sharing of 3D computer-aided design (CAD) models and associated textual data. The user
data are stored using the File Transfer Protocol (FTP), while a NoSQL database is utilized
to store user-generated annotations that pertain to specific elements within the product
assemblies. The logic behind the online user sessions is summarized in the pseudocode
that is included in Appendix A of this paper.

4. Platform Implementation

The proposed system architecture involves the development of a workflow that facili-
tates the collaboration of end users through different implementation platforms, such as
Windows, Android smart devices, and HMDs (e.g., Microsoft HoloLens). Specifically, for
the development of the main frame of the application, Unity 3D 2018.4.36f1 was employed.
The application was developed as Universal Windows Platform (UWP). The scripting of the
code elements was completed in C# language using Microsoft Visual Studio Community
2022 (64-bit) Version 17.6.4. The same IDE (Integrated Development Environment) was
used for the development of PHP scripts, which are used for the communication of the
digital platform and the Cloud workspace. In order to enable data exchange between the
services, PHP scripts were developed and stored on the Cloud Platform. These scripts
handle data posting, retrieval, and the transfer of 3D geometries using a NoSQL database,
which was developed using Oracle. The AR service was implemented as a mobile appli-
cation using the Unity 3D game engine, and it provides a Graphical User Interface (GUI)
for customers to input specifications for new product designs and to visualize augmenta-
tions overlaid onto the physical product. The Cloud platform also supports collaboration
among engineers during the design phase. Engineers can use VR HMDs to co-exist in a
virtual environment and collaboratively design the product using Unity’s multiplayer and
networking capabilities.
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5. In Vitro Test

In order to assess the validity of the developed Cloud platform, three case studies were
conducted in a laboratory-based environment, focusing on the design and the redesign
of a customizable automotive differential (VR and AR), the development of a virtual
manufacturing cell consisting of a 3D Printer and a UR10 Robot to execute a simple pick
and place task (VR), and the development of the disassembly steps of a compressor of
an industrial refrigerator (AR). Figure 7 (Scenario 1) illustrates the basic model of the
differential, including its essential components. Notably, the CAD files of the differential
were designed with full parametric capabilities to facilitate component adaptation based on
new data. The differential’s DT (design and testing) model required specific inputs, namely,
the driveshaft torque generated by the engine and the rotational speed of the differential’s
input shaft. The resulting outputs, which are calculated by the DT model, encompassed the
mechanical power applied to the axle (left and right), the total power loss, the power loss
attributed to the dampening effect, and the rate of change of the stored internal energy.
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The second scenario in VR involves a virtual manufacturing cell with a 3D printer
and a UR 10 robot. Students wear VR headsets, and their avatars interact with the virtual
equipment. They perform a pick-and-place task, picking up 3D-printed objects and placing
them in designated locations. The exercise includes challenges, real-time feedback, and
debriefing in order to enhance learning, and it develops digital skills in 3D printing, robot
operation, problem-solving, and decision-making in a safe environment.

The third scenario employs augmented reality (AR) technology in order to guide
students through the disassembly steps of an industrial refrigerator compressor. The
objective is to enhance students’ understanding of the internal components and the disas-
sembly process of this complex piece of machinery. By combining virtual elements with
real-world objects, AR provides an immersive and interactive learning experience. The
lab exercise begins with students wearing AR-enabled headsets or using AR-compatible
devices (i.e., Android smart devices). Through the AR interface, students can visualize
the various components of the compressor, including valves, pistons, cylinders, and motor
assemblies. To initiate the disassembly process, students interact with the virtual model
by selecting specific components or areas of interest. Next, step-by-step instructions and
visual cues are provided in real-time through the AR display that guide students through
each disassembly step. These instructions may include textual descriptions, highlighted
areas, arrows, and animations that demonstrate the correct techniques and the tools that
are required for disassembly. Throughout the exercise, students can rotate, zoom in, and
examine the virtual model from different angles, allowing for a comprehensive understand-
ing of the compressor’s internal structure. They can also access additional information,
such as maintenance tips and safety precautions, through the AR interface.

6. Discussion

In online literature, XR has been heavily discussed, especially in the field of industrial
engineering. These cutting-edge digital technologies have met with significant interest in
terms of research and development. Remaining in the field of education, the United Nations,
in the Sustainable Development Goals (SDG) agenda, has also included the need to “ensure
inclusive and equitable quality education and promote lifelong learning opportunities
for all”, which corresponds to Goal No. 4 [50,51]. Beyond education, XR platforms are
also useful for a plethora of applications, including, to name only one, healthcare [52].
Specifically, in the research of Ahmad et al., the application of XR in combination with
advanced computer methods/tools and wireless networking (6G) is investigated, and the
focus is on remote operations based on XR guidance as well as the training of doctors using
digital scenarios. Similarly, in [53], the focus is on the remote support of surgeon-based
utilizations of XR technologies.

In the context of Industry 4.0, XR technologies can be useful for the facilitation of
several industries that focus on the guidance of operators, the visualization of safety haz-
ards, and tips for safer and healthier workplaces. Furthermore, the collaboration between
humans and machines (human-machine interface (HMI)) is also important. Finally, XR
platforms are also useful in order to provide more robust communication channels be-
tween different departments within the same organization, or even to extend collaboration
between manufacturing and production networks, and this can bridge the gap between
different cultures [54]. Expanding on the Industry 4.0 and XR correlation, smart agriculture
has also become important in order to improve both sustainability and yield conditions [55].

To sum up the current section and the research presented in this paper, XR can be
considered as a backbone technology for several scientific, industrial, academic, and social
fields of application. It is worth noting that XR technologies are suitable candidates
for coupling with other digital technologies introduced in the Industry 4.0 era, including
Artificial Intelligence (AI), Digital Twins, and 5G/6G networks, in order to achieve complete
digital transformation of systems and services, and to facilitate the transition towards a
highly intelligent, sustainable, humancentric, and highly automated society, which is the
ideas that underpins Society 5.0 [1]. Despite the significant advances in XR technologies and
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the corresponding technical equipment, proper strategic planning is required to develop
meaningful tools and applications. By extension, the latter has been the main focus of
this paper, which is the development of a multi-sided platform for supporting educational
programs but also for providing a digital space for the users, which will enable them
to exchange tacit information and extend their skills and competencies by exploiting
their digital place and the most pertinent communication channels. Therefore, what we
have proposed here could be considered as one of the building blocks towards the new
generation not only of Operator 5.0 but also towards the generation of Workforce 5.0. Since
the main focus has been on educational tools, expansion of the platform functionalities
will be required in order to support the development and the implementation of different
scenarios. On the other hand, the key functionalities, such as the multiplayer system and
multi-platform support, provide the basic architecture, along with a modular design, that
enables the addition and/or the transformation of existing components in order to expand
the usability of the platform.

7. Conclusions
7.1. Concluding Remarks

This paper has addressed the challenges of collaborative product development in the
context of Society 5.0 based on the development of an XR-based Cloud platform. This
platform aims to facilitate the active participation of young engineers in the collaborative
phase of new products, leveraging the capabilities of mixed reality technologies.

The primary contribution of this research lies in the integration of various digital tech-
nologies, such as augmented reality (AR) and virtual reality (VR), to enable the gathering
of unstructured information from the avatars of users and enhance remote collaboration
among engineers. By leveraging AR and VR applications, customers can remotely com-
municate with the engineering department of the original equipment manufacturer (OEM)
using integrated communication tools. This can enable efficient and effective communica-
tion of the requirements of customers, eliminating the need for physical presence.

Furthermore, engineers can engage in real-time collaboration within a shared VR
environment in order to process the designs of new products and components. This shared
VR environment allows for immersive and interactive collaboration, where engineers
can visualize and manipulate virtual prototypes, iterate on designs, and make informed
decisions. The platform provides a standalone VR collaborative design application that
offers a dedicated workspace for engineers to work together seamlessly.

To support these objectives, key services have been implemented and stored in the
Cloud database. These services include the standalone VR collaborative design application,
an AR application for customer requirement elicitation, and a File and Data Handling
Service. The Cloud platform ensures the accessibility and availability of these services,
allowing users to access and utilize them whenever necessary.

Above all, our research showcases the potential of advanced digital technologies, such
as AR and VR, to enable remote collaboration and enhance the efficiency and effectiveness
of product development processes in the context of Society 5.0. By leveraging these
technologies and the Cloud platform, young engineers can actively contribute to the
collaborative phase of new product development, fostering innovation and progress in the
industrial landscape.

7.2. Future Work

In the future, the presented digital platform can be further explored in several other
directions. Firstly, the integration of artificial intelligence (AI) and machine learning (ML)
algorithms can be explored in order to provide intelligent assistance and automation in
design and decision-making processes, including Natural Language Processing (NLP),
and this comprises an attempt to enable both knowledge and context extraction from
free-form text that is extracted from the messages of users. AI algorithms can analyze user
data, design patterns, and historical information to offer personalized recommendations
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as well as to further optimize the collaborative design experience. In the context of user
experience, the platform can benefit from the integration of advanced haptic feedback
systems towards the realization of the Tactile Internet. Furthermore, user studies and
feedback collection should be conducted to evaluate the effectiveness, the usability, and the
user satisfaction of the platform, enabling iterative improvements based on the insights
gained. Specifically, it is foreseen that the platform will be tested in a plethora of indus-
trial/engineering applications, such as robotic cells, engineering education, and machine
tool design/optimization/operation. A statistical analysis will follow in order to quantify
the impact and the usability of the proposed platform in real-life engineering issues. This
future work will contribute to the continuous evolution and refinement of the Cloud plat-
form, ensuring its alignment with the evolving needs of engineers and customers in the
dynamic landscape of collaborative product development. To the best of our knowledge,
the current implementation of the Ready Player Me system supports the conventional
forms/types of genders (i.e., female/male), and no special forms of avatars for people with
disabilities are supported. Considering the latest developments in the social domain, the
addition of support for “special” user groups would be interesting in order to enable users
to express their selves more freely.

7.3. Validation Methodology

In the following paragraphs, a validation methodology for the digital platform is
proposed based on key performance indicators (KPIs) aiming at the provision of com-
prehensive and objective evaluation functionalities. The methodology will involve the
systematic collection and analysis of data related to user engagement, task performance,
knowledge gain, and overall user experience. Through the use of surveys, observations,
and performance metrics, the validation process will assess the effectiveness of the XR
functionalities in enhancing remote collaboration, training, and education of Operator
5.0. Additionally, the proposed methodology will enable comparisons between different
versions or variations of the application, allowing for iterative improvements based on
user feedback and identified areas of enhancement. By establishing a robust validation
framework, this methodology will ensure that the virtual reality application meets the de-
sired objectives, enhances the maintenance process, and provides a valuable and immersive
experience for users in the industrial equipment maintenance domain.

In Equation (1), the metrics and their respective weights are as follows:

Scengagement = (Rtask,completion ∗Wtask,completion) + (Rinteraction ∗Winteraction)
+(Ruser ∗Wsatis f action) + (Rcollaboration ∗Wcollaboration)
+(Rknowledge ∗Wknowledge)

(1)

Rcollaboration: The extent of collaboration and communication facilitated by the virtual
reality system during remote maintenance.

Rinteraction: The frequency of user interactions with the virtual reality system during
maintenance tasks.

Rknowledge: The effectiveness of knowledge transfer and learning experienced by users
during remote maintenance sessions.

Rtask,completion: The percentage of successfully completed maintenance tasks using
virtual reality support.

Ruser: User-reported satisfaction levels with the remote maintenance support provided
through virtual reality.

Wcollaboration: The weight assigned to the collaboration level metric, indicating its
importance in engagement.

Winteraction: The weight assigned to the interaction frequency metric, indicating its
significance in engagement.

Wknowledge: The weight assigned to knowledge transfer, reflecting its impact on engagement.
Wsatis f action: The weight assigned to user satisfaction, reflecting its impact on overall

engagement.
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Wtask,completion: The weight assigned to the task completion rate metric, reflecting its
importance in engagement.

Task efficiency will be calculated using Equation (2):

ηtask =

(
Ttotal

task
n

)/
Tideal

task
(2)

where ηtask is the task efficiency, n is the number of steps involved in task, Tideal
task is the ideal

time for task completion, and Ttotal
task is the total time for task completion. Similarly, the error

rate can be calculated by utilizing Equation (3):

e =
(

nerror

nattempt

)
∗ 100 (3)

where nattempt represents the total number of attempts, nerror is the total number of user
errors, and “Presence” is the level of immersion and realism experienced by users, as
calculated by Equation (4):

Presence =
(

Sence o f Presence
Sence o f Discom f ort

)
∗ 100 (4)

For the calculation of learning effectiveness, Equation (5) is proposed:

ηlearning =

(Gknowledge

Ttotal

)
∗ 100 (5)

where ηlearning is the learning effectiveness, Gknowledge reflects the knowledge gain, and
Ttotal is the total time user spent on using the platform. Finally, for the calculation of user
satisfaction, Equation (6) will be used:

Rsatis f action =

(Rpositive

Rtotal

)
∗ 100 (6)

where Rsatis f action is the user satisfaction rate, Rpositive is the number of positive ratings, and
Rtotal is the total number of ratings. Knowledge gain, which is based on the aforementioned,
can be calculated using Equation (7):

Gknowledge = w1 ∗ (Q− P) + w2 ∗
(

Sa f ter − Sbe f ore

)
+ w3 ∗

(
Pa f ter − Pbe f ore

)
+w4 ∗

(
OAa f ter −OAbe f ore

)
+ w5 ∗

(
Ia f ter − Ibe f ore

)
+ w6

∗
(

CAa f ter − CAbe f ore

) (7)

where:
CAa f ter: Content analysis score after training
CAbe f ore: Content analysis score before training
Ia f ter: Interview score after training
Ibe f ore: Interview score before training
OAa f ter: Observational score after training
OAbe f ore: Observational score before training
P: Pre-test user assessment
Pa f ter: Training performance score (after training)
Pbe f ore: Training performance score (before training)
Q: Post-test user assessment
Sa f ter: Survey score after training
Sbe f ore: Survey score before training
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wi, ∀i ∈ [1, 6]: Weight factors based on the relative importance and reliability of each
measurement method in assessing knowledge gain.

When considering a weighting strategy for the KPIs mentioned above, it is necessary
to align the weights with the specific objectives and priorities of the digital platform. Here,
a suggested weighting strategy based on their relative importance is proposed:

• User engagement is among the most influential factors, since it corresponds to the level
of interest, involvement, and satisfaction of users with the platform. The suggested
weight for user engagement is 30%.

• Task performance is linked directly to the effectiveness and efficiency of users in carry-
ing out tasks using the digital platform. The suggested weight for task performance is
25%.

• Knowledge gain evaluates the extent to which users acquire new knowledge or new
skills through the platform. The suggested weight for knowledge gain is 20%.

• User experience encompasses the overall satisfaction, ease of use, and enjoyment
derived from using the virtual reality application. Recognizing its impact on user
acceptance and continued usage, the suggested weight for user experience is 15%.

• The overall impact captures the broader implications and the benefits of the virtual
reality application in terms of improved maintenance processes, cost savings, and
efficiency gains. It serves as an overarching KPI that reflects the application’s ability
to deliver value. Assigning a weight of 10% to overall impact acknowledges its
significance in driving organizational outcomes.
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Appendix A

Here, a pseudocode describing an online session for a single user in the digital platform,
based on their profile characteristics is presented:

function personalizedTraining():
if checkInternetConnection():

initialize XR environment
detectDeviceType()
load user preferences and training data
if userRegistered():

user = login()
else:

user = register()
if user is not None:

initialize training model and performance metrics
selectTrainingScenario()
trainingCompleted = False
while user is engaged and not trainingCompleted:

personalizedContent = generatePersonalizedContent(user)
presentContent(personalizedContent)
userInteracting = True
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while userInteracting:
userAction = getUserAction()
updateXRScene(userAction)
evaluatePerformance(userAction)
if trainingCriteriaMet():

trainingCompleted = True
break

if userInterruptsTraining():
userInteracting = False
break

updateTrainingModel()
finalizeTraining()
saveUserProfile(user)
startMultiplayerSession()

else:
handleLoginFailure()

else:
handleNoInternetConnection()

function checkInternetConnection():
if internetAvailable():

return True
else:

return False
function handleNoInternetConnection():

displayErrorMessage("No internet connection available. Please check your network settings
and try again.")
function uploadFileViaFTP(filename, server):

# FTP upload logic
# ...

function uploadTextToNoSQLDatabase(text, database):
# NoSQL database upload logic
# ...

function downloadFileViaFTP(filename, server):
# FTP download logic
# ...

function retrieveDataFromNoSQLDatabase(query, database):
# NoSQL database retrieval logic
# ...
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