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Abstract: Within the field of computer vision, image segmentation and classification serve as crucial
tasks, involving the automatic categorization of images into predefined groups or classes, respectively.
In this work, we propose a framework designed for simultaneously addressing segmentation and
classification tasks in image-processing contexts. The proposed framework is composed of three main
modules and focuses on providing transparency, interpretability, and explainability in its operations.
The first two modules are used to partition the input image into regions of interest, allowing the
automatic and interpretable identification of segmentation regions using clustering techniques. These
segmentation regions are then analyzed to select those considered valuable by the user for addressing
the classification task. The third module focuses on classification, using an explainable classifier,
which relies on hand-crafted transparent features extracted from the selected segmentation regions.
By leveraging only the selected informative regions, the classification model is made more reliable and
less susceptible to misleading information. The proposed framework’s effectiveness was evaluated in
a case study on skin-cancer-segmentation and -classification benchmarks. The experimental analysis
highlighted that the proposed framework exhibited comparable performance with the state-of-the-
art deep-learning approaches, which implies its efficiency, considering the fact that the proposed
approach is also interpretable and explainable.

Keywords: explainable machine learning; image classification; image segmentation; convolutional
neural networks; skin-cancer prediction

1. Introduction

Image processing and analysis are vital components of computer vision, enabling
machines to comprehend and interpret image data. Among the fundamental tasks in
computer vision are image classification and image segmentation, both playing crucial
roles in extracting meaningful information from digital images.

Image classification [1] involves the automatic categorization of images into predefined
classes or categories. Using advanced deep-learning techniques, such as convolutional
layers, the process begins with the extraction of meaningful features from the input im-
age, capturing its unique patterns and characteristics. These features are then fed and
processed by dense layers, which learn and recognize patterns within the images [2]. The
model’s final layer produces a probability distribution over different classes, indicating
the likelihood that the image belongs to each category. Through extensive training on
large datasets, convolutional-based neural network (CNN) image-classification models can
achieve impressive accuracy, enabling a wide range of applications, from object recognition
to medical imaging [3–6]. However, their architecture and their large number of learnable
parameters make it difficult for humans to comprehend why particular predictions are
made; since they are lacking in transparency and explainability [7,8], these models are
termed black box (BB) models [8].

Image segmentation [6] is a vital task in computer vision, which involves partitioning
an image into multiple informative and semantically coherent regions [9]. Unlike image
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classification, in which the entire image is assigned to a single label, image segmentation
aims to identify and distinguish regions (segmentation regions) within the image. Deep
learning has proven to be remarkably successful in tackling image segmentation challenges.
The U-Net [10], and DeepLab [11] approaches are among the most popular CNN-based
architectures designed specifically for accurate and efficient image segmentation. The
U-Net employs a symmetric encoder–decoder structure with skip connections to preserve
spatial information, while DeepLab incorporates dilated convolutions to capture multi-
scale contextual information. These advanced techniques have significantly improved the
accuracy and speed of image segmentation, contributing to many real-world applications,
especially in the domain of medical-image analysis [10,12]. Nevertheless, the utilization of
a deep-learning CNN-based model in order to perform the segmentation task sacrifices
the interpretation and explainability of the whole segmentation process; therefore, such
models are considered black box (BB) models [13,14].

Recently, Pintelas et al. [15] proposed a new image-classification approach. The authors
investigated the segmentation of informative regions from images in order to extract
features for improving the performance of an image classifier. They applied their proposed
approach to a skin-cancer-prediction problem, reporting promising performance while
simultaneously providing some understandable and reliable explanations. Nevertheless, a
limitation of this approach was that the final classification model is highly dependent on the
accurate segmentation of the specific extracted regions, such as the lesion, its boundary, and
the skin region. Such regions cannot be efficiently identified by a hard-crafted approach
since the segmentation task does not rely to specific rules, while a general approach similar
to decisions made by a human would be much more efficient [15]. This means that the
segmentation region’s labels are subjective, since one individual’s decision regarding a
segmented area might be different from that of another. In other words, there is no clear
objective/ground truth. Therefore, an efficient and accurate segmentation algorithm which
would segment the regions of an image’s in a manner that is similar to a human decision-
making process should be incorporated.

Furthermore, images with large amounts of useless content (such as background)
and/or noisy images usually provide unreliable patterns to image-classification models,
which may lead to misleading classification-performance scores. A naïve solution would
be to remove these images from the whole training dataset. However, the acquisition of
labeled images, such as in medical applications, is, in general, a costly and time-consuming
task; hence, the exploitation of any possible reliable information on such images would is
valuable for final classification models [16].

In this research work, we propose a new eXplainable segmentation and classification
framework, named XSC, which is able to address segmentation and classification tasks,
providing transparency, interpretability and explainability abilities. The proposed frame-
work is composed by three major modules: clustering, segmentation, and classification.
The first two focus on partitioning the image into regions of interest (image segmentation),
while the last focuses on addressing the classification task using an explainable classifier
via hand-crafted transparent features extracted from every region of interest (image clas-
sification). The basic idea behind the proposed framework is to extract features using
clustering techniques from various sub-regions of the input image in order to identify the
segmentation regions in an automatic and interpretable way. Next, the selected useful seg-
mentation regions are further exploited to provide valuable information to an explainable
classification model. With the term useful, we denote the segmentation regions which are
selected by the user as trustful to contain valuable information to perform the classification.
It should be noted that segmentation regions, such as image background, offer little or no
information to the classification model, and can sometimes mislead it.

The proposed framework was applied, evaluated in a skin-cancer case study as seg-
mentation and classification benchmarks, and compared with state-of-the-art deep-learning
approaches proposed in the literature. The main contributions of this work are as follows:
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• We propose a new explainable segmentation and classification framework, which
manages to achieve a similar level of performance to the state-of-the-art CNN black-
box segmentation and classification models, as well as surpassing state-of-the-art
white box models for image-classification tasks.

• Our methodology can potentially contribute to the explainable machine-learning area
by providing a methodology for developing both accurate and interpretable models
in both image-classification and image-segmentation applications.

• Lastly, a contribution of this work is the creation of a specialized segmentation database
dedicated to the skin-cancer problem. This dataset, which was meticulously curated
and designed, serves as an essential resource for training and validating segmentation
models for research purposes in the field of dermatology and skin-cancer diagnosis.

The rest of this paper is organized as follows. Section 2 presents the state-of-the-art
image-classification and -segmentation approaches proposed in the literature. Section 3
presents a detailed description of the proposed XSC framework, and Section 4 presents
the experimental analysis and results. Finally, Section 5 presents a use-case scenario, and
Section 6 summarizes the concluding remarks and our proposals for future work.

2. Related Work

Image classification is an area in machine learning and computer vision in which
deep CNNs have flourished due to their remarkable performances [3,4]. These models are
trained on large or even huge numbers of images and are composed on a large variety of
CNN architectures, such as VGG [1], AlexNet [2], ResNet [17], Inception [18], Inception-
ResNet [19,20], Xception [21], DenseNet [22], MobileNet [23], NASNetMobile [24], and
EfficientNet [25]. In fact, these architectures are utilized as feature extractors, and their
knowledge is transferred into dense layers in order to specialize in new specific image-
classification problems. It should be noted that the development of a classification model
based on these architectures is generally considered a state-of-the-art approach for solving
image-classification problems. Nevertheless, beyond the computation cost, which in some
applications constitutes a considerable drawback of CNN models, another limitation lies
in the lack of interpretation and explanation of their predictions. More specifically, these
models are considered BB models, since their prediction and feature-extraction mechanisms
are not interpretable. Recent approaches have attempted to interpret and explain such BB
models based mainly on post hoc interpretability methods [25–30]. Nevertheless, such
explanations cannot always be considered reliable and trustful [14]. In contrast, in intrinsic
prediction models, the decision function of the model is totally transparent and globally
interpretable, and its explanations have the potential to be reliable and trustworthy [15].

In two recent works, Pintelas et al. [14,15] proposed two global intrinsic interpretable
and eXplainable prediction models, named ExpClassifier1 and ExpClassifier2 for image-
classification tasks. The motivation behind both works is based on the philosophy of
extracting interpretable and explainable features from images, which are fed to a linear
white-box model for obtaining the prediction. ExpClassifier1 is a partially explainable
model, since it utilizes features that are only understandable by image analysts. In contrast,
ExpClassifier2 is a generally explainable model, since it utilizes simple defined features,
which can be easily understandable in human terms. More specifically, ExpClassifier2 is
based on a vector-based feature-hierarchy tree, which combines a segmentation approach
and a clustering approach, in order to simplify and efficiently extract valuable information
and patterns from images. In fact, the model identified the regions of interest along with
their boundaries, which were then used for extracting simple texture features. Next, a
filtering procedure was applied for removing redundant and less significant information
to create a robust, clear, and explainable final feature representation of the initial input
image. The ExpClassifier2 approach was proven to be effective for solving plant-disease
and skin-cancer-image-classification tasks, achieving performance scores that were 1–2%
lower compared to the state-of-the-art black-box CNN models. This performance can be
considered very good, considering the fact that ExpClassifier2 is a totally explainable white-
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box model. However, ExpClassifier2
′s main drawback lies in the segmentation algorithm

utilized. More specifically, on noisy and flurry images, where the extraction of regions of
interest is subjective and not clearly defined, the utilization of a hard coding-segmentation
approach is not efficient. If the segmentation algorithm does not manage to efficiently filter
out the noisy regions, then the classification model’s predictions and explanations are less
accurate and, ultimately, not trustworthy or reliable.

Image segmentation focuses on dividing an image into multiple meaningful and
semantically coherent sections [6]. In particular, it aims to identify and differentiate indi-
vidual objects or regions, called “segmentation regions”, within the image. The U-Net and
DeepLab models are two well-known CNN approaches, specifically designed for precise
and efficient image segmentation. Both the U-Net and the DeepLab models have made sig-
nificant contributions to the field of image segmentation, each offering unique architectural
designs that cater to different segmentation requirements and challenges [10,11].

Ronneberger et al. [10] introduced the U-Net architecture, which was designed with a
symmetric encoder–decoder structure that enables it to capture both low-level and high-
level features in and input image. The encoder part consists of convolutional and pooling
layers, which progressively reduce the spatial resolution and extract hierarchical features.
On the other hand, the decoder part utilizes up-sampling and skip connections to recon-
struct the segmentation map with detailed spatial information. The skipped connections
assist in retaining fine-grained details from the encoder, improving the segmentation
accuracy, particularly for small objects and boundaries.

Chen et al. [11] proposed another architecture for image segmentation, which focuses
on capturing contextual information, named DeepLab. It employs dilated convolutions,
which allow the network to enlarge the receptive field without losing resolution. By using
different dilated rates, DeepLab can capture multi-scale contextual information effectively.
One of its notable versions, DeepLab-V3, utilizes a combination of spatial pyramid pooling
and a feature-refinement module to improve the segmentation performance. In fact, this
pyramid pooling employs parallel dilated convolutions at different rates to capture various
scales of context, while the feature-refinement module refines the final prediction using
skip connections. DeepLab has achieved state-of-the-art results in various segmentation
challenges, making it a popular choice in the field of computer vision.

Akash et al. [12] recently proposed a two-stage segmentation-classification model
designed for COVID detection based on lung-CT-scan images, named U-NET-Xception.
It combines the U-Net architecture, which is well-known for its effectiveness in image-
segmentation tasks, with the Xception architecture, which is used for its efficient depth-
wise separable convolutions. Based on this two-stage approach, the model performs
segmentation to identify relevant regions of interest in lung-CT-scan images, and then these
segmented regions are passed through a classification stage to determine whether COVID
is present.

He et al. [31] proposed Mask R-CNN, in a seminal work that extended the Faster
R-CNN object-detection framework to include instance segmentation. The two-stage
architecture combines region-proposal generation and instance segmentation, enabling
accurate object detection and pixel-level segmentation in the same model. This model
has been widely used for various real-world tasks, including instance segmentation and
object detection.

Chen et al. [32] proposed the dual-path network (DPN), which is a multi-path ar-
chitecture for image-classification tasks. It introduces dual path networks with shortcut
connections to enhance information flow and improve the learning capacity of the model.
While DPN is primarily designed for classification, its multi-path nature allows potential
extensions with which to handle segmentation tasks.

Qin et al. [33] proposed a two-stage network designed for salient object detection,
named BASNet. It first generates saliency maps to identify the most significant object
regions and then uses these regions for further processing. This kind of two-stage approach
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is relevant to segmentation-classification models as it involves initial localization and
subsequent refinement.

In this research, we propose a new explainable framework, named XSC, designed for
segmentation and classification tasks in image processing. The framework mainly empha-
sizes transparency and interpretability, and it is composed of three modules: clustering,
segmentation, and classification. The clustering and segmentation modules collaborate to
partition the input image into regions of interest, while the classification module exploits
the information provided by the previous modules and conducts a prediction utilizing
an explainable classifier and hand-crafted features. The XSC framework’s effectiveness
was assessed in a skin-cancer case study, demonstrating promising results and comparable
performance to the presented state-of-the-art DL models, while maintaining interpretability
and explainability.

3. Proposed Methodology

In this work, we propose a new eXplainable machine-learning segmentation and classifi-
cation framework, named XSC. This framework is composed of three modules: the clustering
module, as well as the transparent-segmentation and -classification modules. The primary aim
of the proposed framework is to achieve similar performance to the state-of-the-art BB image
segmentation and classification CNN models, while simultaneously providing explainability
and interpretability. The rationale behind this work is the efficient identification of informa-
tive and the discarding of “useless” image regions in order to enhance the final prediction
classification performance, in an interpretable and explainable way.

Figure 1 presents the main pipeline, focusing on the inputs of the XSC framework, its
modules, and its provided outputs. The proposed framework takes an image as an input,
which is initially clustered into unlabeled sub-regions by the clustering module. Next, the
segmentation module is applied, in which each sub-region is assigned to a segmentation
class; while the regions, which are assigned to the same segmentation class are concatenated
and produce the segmentation prediction of XSC. Finally, the classification module mines
information from all useful segmented regions for conducting the classification predictions.
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3.1. Clustering Module

The proposed clustering module is based on a two-stage clustering approach com-
posed of texture-based and a shape-based clustering components (Figure 2). More specifi-
cally, for every input image, the texture-based component applies a clustering algorithm,
which clusters the image in regions based on its texture information (intensity pixels’ val-
ues). Next, the shape-based component for every input region applies a second clustering
algorithm, which further splits every region into sub-regions based on their shape informa-
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tion (pixels’ coordinates values). It is worth mentioning that the output of this module is a
set of sub-regions, which compose the input image.
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It should be noted that the texture-based clustering component is responsible for
dividing the input image into regions based on their texture information, i.e., the intensity-
pixel values. The application of a clustering algorithm results in the development of regions
with similar texture patterns and color characteristics. Hence, this component offers a
way to capture variations in texture within the image, helping to identify regions with
similar visual properties. On the other hand, shape-based clustering component operates
in each region obtained from the texture-based clustering component. As a result, every
region is further split into sub-regions based on their shape and structure information. This
component enables the framework to dissect regions based on their spatial distribution and
structural characteristics, thereby assisting in identifying boundaries, edges, and shapes
within the regions, leading to a more refined segmentation.

In our experiments, we utilized k-means as clustering algorithm [34], which was selected
due to simplicity and speed, while the parameter k was selected based on silhouette score.

3.2. Segmentation Module

Figure 3 presents an abstract overview of the proposed segmentation module’s work-
flow. This module takes as input the output of the clustering module, i.e., a set of sub-
regions. For every identified sub-region, a trained white box (WB) model is applied in
order to classify it in one of the segmentation classes. To perform this task, the WB takes
into account hand-crafted features, which are based on descriptive statistics (mean, st.d.,
median, kurtosis, skewness, etc.) from both the texture and shape of each sub-region, as
well as from the N sub-regions with the closest centroids. The motivation for this approach
is based on the desire to exploit information not only from the current sub-region but also
from its neighboring sub-regions. Finally, all sub-regions assigned to the same segmen-
tation class are concatenated, composing the “segmentation regions,” which constitute
the outputs of XSC framework relative to the segmentation problem. Note that in our
experiments, the selected descriptive statistics were the mean values and the st.d., while
parameter N was set to 5.
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Furthermore, in order to create a transparent and interpretable prediction model, we
adopted the feature-hierarchy-based-tree philosophy [15] in our segmentation module
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(Figure 4). This means that our topology is constituted by first-order features, second-
order features, and third-order features to explain the segmentation predictions of every
input image’s region. The regions constitute the first-order features, while for every region,
various feature families (second-order features) are extracted such as “texture features”, and
“shape features”. In addition, every feature family is constituted by various specific feature-
extraction formulas (third order features) corresponding to its feature-family category. In
our case, these formulas are the descriptive statistics described previously. Finally, all the
extracted features are fed into a white-box predictor and the explanation of every prediction
is interpreted by computing the attributions for every tree branch of the feature-hierarchy
tree in a backward way [15].
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3.3. Classification Module

Figure 4 presents a high-level overview of the classification module. This module takes
as input the “segmentation regions” developed by the segmentation module and classifies
the original image into a specific category. For performing this task, a set of hand-crafted
features based on the descriptive statistics of texture and shape of “segmentation regions”
are calculated and are used as input to a WB predictor for providing the final classification
prediction. It is worth mentioning that in our experiments, the selected descriptive statistics
were the mean values and the st.d., while XGBoost was selected as WB classifier.

3.4. Pseudo-Code of XSC Framework

In this section, we present the pseudo-code of the proposed XSC framework (Algo-
rithm 1) and its main modules i.e., clustering, segmentation, and classification modules, to
provide the reader with a high-level description of our proposed approach.

Initially, the input image is imported (Step 1) and a number of pre-processing steps
are applied such as resizing, normalization, etc. (Step 2). In Step 3, the clustering module is
applied for clustering the image into sub-regions. In Step 4, these sub-regions are exploited
by the segmentation module to calculate the “segmentation regions,” which constitutes
the XSC’s prediction regarding the segmentation task. Finally, in Step 5, the classification
module is applied for classifying the image to a specific category.

Algorithm 1 XSC Framework.
Inputs
− Image
Outputs
− Segmentation regions: framework’s prediction for the segmentation task
− Classification prediction: framework’s prediction for the classification task

Step 1. Import image
Step 2. Preprocess the image (resizing, normalization, etc.)
Step 3. Application of clustering module
Step 4. Application of segmentation module
Step 5. Application of classification module
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Algorithm 2 (clustering module) takes as input the processed image and splits it
into sub-regions. Initially, the texture-based component applies a clustering algorithm,
which clusters the image into regions based on its texture information (Step 1) while the
shape-based component is applied to every region from Step 1 and further splits it into
sub-regions. Finally, all created sub-regions, which constitute the output of the module,
are gathered.

Algorithm 2 Clustering module.
Inputs
− Processed image
Outputs
− Set of sub-regions composing the processed input image

Step 1. Application of texture-based component for clustering the image into clusters/regions
based on texture information.
Step 2. Application of shape-based component for splitting every cluster/region in sub-regions
Step 3. Create a set containing all generated sub-regions

Algorithm 3 (segmentation module) takes as input the set of sub-regions developed by
the clustering module and produces the “segmentation regions.” In more detail, for each
sub-region, hand-crafted features are calculated based on its texture and shape (Steps 2–3).
Next, additional hand-crafted features are calculated based on texture and shape of its N
nearest sub-regions (Steps 4–5). All calculated features are fed to a WB classifier, which
assigns the sub-region to one of the segmentation classes (Step 6). Finally, in Step 7, the
sub-regions which are assigned to the same segmentation class are merged to create the
“segmentation regions.” Note that these regions constitute the prediction of the proposed
framework regarding the segmentation task.

Algorithm 3 Segmentation module.
Inputs
− Set of sub-regions composing the processed input image (created by clustering module)
− N: number of neighboring sub-regions
− WB classifier: white-box model, which classifies a region to one of the segmentation classes
Outputs
− Segmentation regions: framework’s prediction regarding the segmentation task

Step 1. For each sub-region
Step 2. Compute hand-crafted features based on sub-region’s texture
Step 3. Compute hand-crafted features based on sub-region’s shape
Step 4. Compute hand-crafted features based on the texture from its N nearest
sub-regions
Step 5. Compute hand-crafted features based on the shape from its N nearest
sub-regions
Step 6. Application of WB classifier for assigning the sub-region to a segmentation
class
Step 7. Development of segmentation sub-regions: merge sub-regions assigned to
the same segmentation class

Finally, Algorithm 4 (classification module) takes as input the “segmentation regions”
and computes for each of them a set of hand-crafted features based on their texture and
shape. These features are then fed to a WB classifier for assigning the image to a classifica-
tion class, which constitutes the output of this module.
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Algorithm 4 Classification module.
Inputs
− Segmentation regions: framework’s prediction for the segmentation task

− WB classifier: white-box model, which classifies the image under one of the classification
classes

Outputs
− Classification prediction: framework’s prediction as regards the classification task

Step 1. For each segmentation sub-region
Step 2. Compute hand-crafted features based on segmentation region’s texture
Step 3. Compute hand-crafted features based on segmentation region’s shape
Step 4. Application of WB classifier for assigning the image to a classification class

4. Experimental Analysis

In this section, we present our experimental analysis to evaluate the proposed XSC
framework on skin-cancer-segmentation and -classification benchmarks.

The dataset utilized in our experiments is a publicly available balanced version of the
ISIC dataset [15]; it was selected in order to perform a fair and reliable classification com-
parison. It is composed of 1400 benign and 1400 malignant image instances (the dataset is
available at https://www.kaggle.com/datasets/emmanuelpintelas/segmentation-dataset-
for-skin-cancer, accessed on 1 July 2023). Regarding the segmentation problem, all images
were manually annotated, while the masks contained three segmentation classes, namely
“background,” “outer region,” and “inner region.”

Next, we present a comparison between the performance of the proposed XSC frame-
work against that of state-of-the-art CNN-based approaches for image segmentation and
classification of skin-cancer images. More specifically, regarding the segmentation task,
XSC was evaluated against U-Net [10], DeepLab [11], U-NET-Xception [12], Mask R-
CNN [31], DPN [32], and BASNet [33] using the segmentation metrics [35,36] Dice Coeffi-
cient and IoU. For the classification task, XSC was evaluated against InceptionResNet [19],
DenseNet [22], EfficientNet [25], U-NET-Xception [12], Mask R-CNN [32], DPN [33] BAS-
Net [34], ExpClassifier1 [14] and ExpClassifier2 [15], using the following classification
metrics [31,37]: accuracy (Acc), area under the curve (AUC), sensitivity (Sen), specificity
(Spe), positive predictive value (PPV), and negative predictive value (NPV). Note that
U-NET-Xception, Mask R-CNN, DPN, and BASNet were implemented with a two-headed
architecture, which implies that they are able to segment and classify an image, simultane-
ously. Finally, the evaluation was performed using 10-fold cross-validation, while in each
simulation, 10% of the training data were used as a validation set for optimizing the net-
work, along with the early stopping technique, to avoid overfitting. In addition, it is worth
mentioning that all the models exhibited similar training and the testing performances,
which implies that no overfitting occurred.

Table 1 summarizes the performances of the models applied on the skin-cancer-
segmentation benchmark, while Table 2 presents the experimental results for all the evalu-
ated models applied on the skin-cancer-classification benchmark.

Table 1. Performance evaluation of the proposed XSC framework against state-of-the-art models on
skin-cancer-segmentation benchmark.

Segmentation Models Dice Coefficient IoU

U-Net [10] 0.836 0.724
DeepLab [11] 0.842 0.729

U-NET-Xception [12] 0.846 0.733
Mask R-CNN [32] 0.839 0.728

DPN [33] 0.841 0.730
BASNet [34] 0.844 0.732

XSC (proposed) 0.838 0.725

https://www.kaggle.com/datasets/emmanuelpintelas/segmentation-dataset-for-skin-cancer
https://www.kaggle.com/datasets/emmanuelpintelas/segmentation-dataset-for-skin-cancer
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Regarding the segmentation problem, the results underline the robustness and com-
petitiveness of the proposed XSC framework compared to the state-of-the-art models such
as U-Net, DeepLab, U-NET-Xception, Mask R-CNN, DPN, and BASNet. The proposed
model exhibits a Dice Coefficient of 0.838 and an IoU score of 0.725, which implies that
it exhibits a better performance than U-Net and Mask R-CNN and a marginally worse
performance than U-NET-Xception, DPN, and BASNet.

In Figure 5, we present two visual comparisons between the predicted segmentation
results provided by the XSC framework and the ground truth. The comparison consists
of two use-case examples representing benign and a malignant lesions. Note that in the
ground-truth and predicted images, yellow denotes the “inner region,” with blue denoting
the “outer region,” and black denoting the “background.”

Table 2. Performance evaluation of the proposed XSC framework against state-of-the-art models on
skin-cancer-classification benchmark.

Frameworks Acc AUC Sen Spe PPV NPV

Non-Explainable

Classification
InceptionResNet [19] 0.871 0.952 0.830 0.910 0.911 0.851

DenseNet [22] 0.883 0.967 0.839 0.924 0.913 0.858
EfficientNet [25] 0.871 0.968 0.792 0.954 0.950 0.810

Segmentation and
Classification

U-NET-Xception [12] 0.897 0.957 0.893 0.901 0.910 0.881
Mask R-CNN [32] 0.875 0.940 0.914 0.854 0.839 0.899

DPN [33] 0.872 0.949 0.962 0.761 0.832 0.941
BASNet [34] 0.892 0.978 0.871 0.904 0.886 0.893

Explainable
ExpClassifier1 [14] 0.858 0.937 0.869 0.846 0.850 0.866
ExpClassifier2 [15] 0.870 0.942 0.880 0.862 0.861 0.882

XSC (proposed) 0.881 0.947 0.890 0.877 0.870 0.897
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5. Use-Case Scenario 
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For the malignant case, the XSC framework effectively matched the ground truth
with minimal differences, demonstrating the model’s accuracy in capturing the complexity
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of malignant lesions. This aligns with the general expectations of a robust segmentation
model and reinforces the XSC framework’s applicability to real-world clinical scenarios.

However, the benign example provided an interesting insight into the algorithm’s
behavior. While the difference between the ground-truth and predicted segmentations was
larger in this case, a closer examination revealed that the algorithm prioritized segmenting
the main lesion area, ignoring some boundary areas, which were marked in the ground
truth. This phenomenon might be interpreted as the model’s intuitive approach to focusing
on the essential features of the benign lesion, providing a segmentation which encapsulates
the lesion’s core characteristics. This unique behavior could be an advantageous property,
reflecting a more clinically relevant segmentation approach, which prioritizes lesion features
that are crucial to diagnostic processes.

Regarding the classification problem, the proposed XSC framework achieved a com-
parable performance to state-of-the-art models. More specifically, the proposed framework
achieved an accuracy of 0.881, which was slightly worse than those of DenseNet (0.883),
U-NET-Xception (0.897), and BASNet (0.892). Similar conclusions can be made regarding
the AUC metrics and the balance between the Sen and the Spe. In addition, the XSC outper-
formed Mask R-CNN, as well as the interpretable models ExpClassifier1 and ExpClassifier2,
relative to all the performance metrics. By taking these into consideration, we were able to
conclude that the proposed XSC framework presented a promising performance by achiev-
ing this level of accuracy while being able to provide interpretability and explainability. It
is worth highlighting that the ability to achieve competitive performance while remain-
ing interpretable is particularly valuable in medical applications, where explainability is
essential for gaining insights into the decision-making process.

To summarize, the experimental results demonstrate that the proposed XSC framework
successfully combines a very good performance with explainability and interpretability in
both segmentation and classification tasks. As a result, the proposed approach may stand
out as a promising solution, especially in medical-image analysis, as it provides state-of-
the-art performance together with interpretability, allowing researchers and practitioners
to gain a better understanding of the model’s predictions.

5. Use-Case Scenario

Next, we present an example from the application of the XSC framework to the skin-
cancer segmentation and classification problem. For completeness, Figure 6 presents an
abstract overview of the XSC framework applied on the skin-cancer-classification and -
segmentation benchmarks. At this point, we recall that each image needed to be segmented
into three regions, “background,” “outer region,” and “inner region,” in relation to the
segmentation problem, while, it also needed to be classified as “benign” or “malignant” in
relation to the classification problem.
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Initially, the clustering module was applied to the input image to split it into sub-
regions. More specifically, the texture-based component split the image into the seven (7)
clusters/regions: C1, C2, . . . , C7, while the shape-based component was applied, which fur-
ther split every generated cluster/region C1, C2, . . . , C7, into sub-regions
C11, C12, . . . , C21, C22, . . . , C71, C72, . . . , C79 (Figure 7).
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Next, the calculated sub-regions were provided to the segmentation module, which
assigned each of them to one of three segmentation classes, i.e., “background,” “outer
region,” and “inner region,” using a white-box XGBoost classifier. We recall that the
classifier uses information (hand-crafted features) from the regions, as well as their five (5)
nearest regions, and it is based on the XGBoost algorithm. Finally, the labeled regions were
concatenated, forming the output segmentation regions: “background,” “outer region,”
and “inner region.” Figure 8a shows the output from the application of the presented
procedure, in which 0 stands for “background,” 1 stands for “outer region,” and 2 stands
for “inner region.” In addition, all the sub-regions assigned to the same segmentation class
were concatenated, composing the “segmentation regions,” which constituted the output of
the XSC framework in relation to the segmentation problem. The ground truth is presented,
along with these regions, in Figures 8b and 8c, respectively.
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Finally, during the application of the classification module, a set of features based
on descriptive statistics from both the outer and the inner region was calculated. These
features were fed to a white box (XGBoost) model to provide its predictions for the original
image (“benign” or “malignant”). It is worth mentioning that the “background” region
had no useful information to provide to the classifier; thus, it was discarded during the
classification process.

Next, we present the interpretation and the explanations of the proposed framework’s
predictions for this case-study example. Figures 9 and 10 present the overall feature attribu-
tions of the segmentation and classification modules, respectively, while Figures 11 and 12
present the interpretations of the feature-hierarchy tree by the segmentation and classifica-
tion modules, respectively.
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Regarding the segmentation prediction of the XSC framework, it was found that the
WB (XGBoost) model in the segmentation module mainly decides based on the texture
features of its five nearest regions rather than the features from the region. In addition, this
model mainly decides based on the mean texture value of its closest region1 and the shape
st.d of its region. Regarding the classification prediction of the proposed framework, it is
shown that the WB (XGBoost) model in the classification module mainly decides based on
both the texture’s st.d and shape’s st.d features of the inner region.

6. Discussion and Conclusions

In this work, we propose a new framework for simultaneously addressing segmenta-
tion and classification tasks in image processing. This framework focuses on transparency,
interpretability, and explainability, and it is composed of three main modules: clustering,
segmentation, and classification.

The two former modules are used to automatically identify segmentation regions in
the input image, while the third module uses an explainable classifier, which is based on
hand-crafted transparent features from selected segmentation regions to classify the input
image. It is worth highlighting that in our proposed framework, we adopted a two-stage
clustering methodology (Section 3.1), which considers both texture and shape information.
The motivation behind our approach is two-fold:

• Interpretability: The two-stage clustering approach provides a more interpretable
segmentation process. By initially focusing on texture-based clustering and then
refining it with shape-based clustering, we can better understand how the image is
partitioned into regions. Each stage provided a specific emphasis, allowing us to
attribute texture-related characteristics to one stage and shape-related characteristics
to the other. This interpretability is important in the context of explainable machine
learning, since it allows researchers to gain insights into the contributions of different
features during the segmentation process.

• Robustness: The separation of texture-based clustering from shape-based clustering can
make the framework more robust to variations in the data. Different types of image
may have different dominant features, and by applying separate clustering techniques,
we are able to adapt to various image characteristics more effectively. This flexibility
allows the framework to handle a wider range of image data and, potentially, improve
segmentation performance.
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In addition, another advantage of the proposed XSC framework regarding the classifi-
cation module is that the selection of exploiting information from the selected region only
during the classification process focuses on enhancing the reliability of the classification
model by reducing susceptibility to misleading information.

The performance and the effectiveness of the proposed XSC framework were demon-
strated through a skin-cancer-segmentation and -classification benchmark, in which we
presented some promising results compared to state-of-the-art deep learning approaches.
Encouragingly, the framework achieved a performance that was comparable with those
of black-box models, which is especially noteworthy given its inherent interpretability
and explainability.

Finally, another contribution of this work is the creation of a specialized segmentation
database dedicated to the skin-cancer problem. This dataset, which was meticulously cu-
rated and designed, serves as an essential resource for training and validating segmentation
models for research purposes in the field of dermatology and skin-cancer diagnosis, aiming
to foster future research and collaboration in this vital medical area.

At this point, it is worth mentioning that the clinical implementation of the XSC
framework could be a considerable step towards more transparent and informed decision
making in the diagnosis of skin cancer. The explainability aspect of our model can serve
as a bridge between complex machine-learning algorithms and medical practitioners,
offering insights which are intuitive and relevant to clinical practice. Note that for medical
practitioners, the ability to understand the reasoning behind a model’s segmentation and
classification predictions can facilitate more confident and informed decision making. The
interpretations presented, such as the overall feature attributions and the interpretation of
the feature-hierarchy tree, could allow medical staff to understand the specific features and
regions on which the model focuses. This transparency not only supports the diagnostic
process but also enables medical staff to critically evaluate and corroborate the model’s
findings with their expert judgments.

The explainability of the XSC framework can also be useful to patients by demysti-
fying the often complex process of medical diagnoses. More specifically, by presenting
the model’s reasoning in an interpretable manner, patients can be offered a clearer un-
derstanding of how the diagnosis was reached. This could lead to increased trust in the
diagnostic process, enhanced patient–doctor communication, and a more personalized
healthcare experience.

Furthermore, the integration of the proposed framework into existing clinical work-
flows could enhance the efficiency and accuracy of skin-cancer diagnosis. In the modern
era, the combination of state-of-the-art DL models with explainable techniques offers a
solution, which aligns with the growing demand for transparent and interpretable health-
care AI technologies. As a result, this alignment with both medical and technological
needs could pave the way for broader adoption and more meaningful effects in various
clinical scenarios.

Although the proposed research has demonstrated promising results and provides
considerable progress in the field of explainable machine learning for segmentation and
classification tasks, there are some limitations to this study, which require our consideration
for future research. Firstly, an interesting idea is to enhance the clustering process by
incorporating and exploring the performance of sophisticated clustering algorithms [38,39].
Algorithms, which belong to the class of spectral clustering, hierarchical clustering, and
density-based clustering, may offer superior partitioning of image regions, leading to better
accuracy and interpretability in the resulting segmentation, and, therefore, improving the
overall performance of the proposed framework. Secondly, this work utilizes hand-crafted
features based on descriptive statistics. The incorporation of more advanced and compre-
hensive hand-crafted feature sets [7] for expanding the feature space might provide richer
representations of data, potentially leading to higher accuracy and robustness in both seg-
mentation and classification tasks. Another interesting idea is to evaluate the performance
of domain-specific features tailored to an application domain. Addressing these limitations
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may contribute to a more refined and versatile machine-learning framework, ultimately
advancing the field and opening up new avenues for research and application.

Since the proposed XSC framework was only applied on the skin-cancer benchmark,
evaluating its robustness and generalization across different datasets and medical con-
ditions is critical. Future work should include the evaluation of the XSC framework on
diverse datasets from the medical domain to ensure its reliability and applicability in
various scenarios. Additionally, investigating methods to mitigate any potential biases or
data drift in the model’s predictions may be important for real-world deployment. Finally,
as the proposed framework is inherently interpretable, incorporating additional techniques
for model explanation and visualization could be valuable. Techniques like saliency maps,
attention mechanisms, and gradient-based attribution methods can provide deeper insights
into the decision-making process of the model [29,30]. Combining these interpretability
techniques with the existing framework may further enhance the trust in and adoption of
the proposed solution in clinical settings.

In conclusion, addressing the aforementioned limitations and exploring the suggested
future research directions may contribute to the refinement and versatility of the XSC
framework for image segmentation and classification. By continuously advancing the
field of explainable machine learning, we aim to facilitate more reliable, interpretable, and
transparent models, ultimately benefiting the medical community and paving the way for
broader applications in various image-based domains.
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