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Abstract: Pedestrian detection has important research value and practical significance. It has been
used in intelligent monitoring, intelligent transportation, intelligent therapy, and automatic driving.
However, in the pixel-level fusion and the feature-level fusion of visible light images and thermal
infrared images under shadows during the daytime or under low illumination at night in actual
surveillance, missed and false pedestrian detection always occurs. To solve this problem, an algorithm
for the pedestrian detection based on the two-stage fusion of visible light images and thermal infrared
images is proposed. In this algorithm, in view of the difference and complementarity of visible light
images and thermal infrared images, these two types of images are subjected to pixel-level fusion
and feature-level fusion according to the varying daytime conditions. In the pixel-level fusion stage,
the thermal infrared image, after being brightness enhanced, is fused with the visible image. The
obtained pixel-level fusion image contains the information critical for accurate pedestrian detection.
In the feature-level fusion stage, in the daytime, the previous pixel-level fusion image is fused with
the visible light image; meanwhile, under low illumination at night, the previous pixel-level fusion
image is fused with the thermal infrared image. According to the experimental results, the proposed
algorithm accurately detects pedestrian under shadows during the daytime and low illumination at
night, thereby improving the accuracy of the pedestrian detection and reducing the missed rate and
false rate in the detection of pedestrians.

Keywords: pedestrian detection; visible light images; thermal infrared images; pixel-level fusion;
feature-level fusion

1. Introduction

In actual outdoor surveillance videos, when under low illumination at night and
insufficient illumination in the daytime, the use of only visible light would easily result in
missed detection and false detection of pedestrian objects, which cannot satisfy monitoring
requirements throughout the day and thus cannot guarantee the security of people’s lives
and property [1-4]. Meanwhile, in terms of traffic safety and autonomous driving, video
surveillance is also playing an increasingly important role in low illumination at night
and insufficient illumination in the daytime [5,6]. With the advancement of technology, a
variety of sensor devices have emerged, such as speed dome cameras, box cameras and
high-definition sensors for use in the daytime, and thermal infrared, mid-wave infrared, and
long-wave infrared sensors for use at night and in bad weather [1-3,7,8]. In order to satisfy
all-day monitoring needs, it is necessary for different types of sensors to work together.
Thus, it is a very challenging task to effectively utilize the data acquired by different types
of sensors so as to improve the intelligent analysis level of surveillance video.
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There are various spectral band data in nature. For each spectral band dataset, the
information that it carries is different, as human eyes can only perceive part of the spectral
band. In addition, owing to the limitation of imaging technology, there is currently no
sensor device that can acquire all spectral band data [1-3,7]. For example, visible light
imaging devices can be used to obtain rich visual information of objects such as texture,
color, and shape from visible light spectrum bands that human eyes can perceive, whereas
thermal infrared imaging devices can be used to obtain visual information of objects such
as brightness, shape and contour from thermal infrared spectrum bands that human eyes
cannot perceive. In particular, thermal infrared images are obtained according to the
thermal radiation properties of objects, from which the object information such as contour
and shape can be extracted under low illumination at night and shadows during the
daytime [1,7-13]. To this end, this paper focuses on how to utilize the differences and
complementarities between visible light images and thermal infrared images to obtain
effective context information of pedestrians [14-22], thereby enhancing feature expression
characteristics of pedestrians under low illumination at night and shadows during the
daytime, and improving the detection accuracy of pedestrians.

To better illustrate the physical properties of visible light images and thermal infrared
images, a visible light image and the corresponding thermal infrared image on the KAIST
dataset [13] are shown in Figure 1.

(d)

Figure 1. Visible light image and the corresponding thermal infrared image on the KAIST dataset:

(a) visible light image, (b) corresponding thermal infrared image; (c) visible light image, (d) corre-
sponding thermal infrared image.

From Figure 1, it can be seen that in the visible light image (a), the pedestrian marked
by a red dotted box has no significant features and thus is difficult to distinguish even
by human eyes, while in the corresponding thermal infrared image (b), the pedestrian
information such as brightness, contour and shape can be better provided. In another
visible light image (c), information such as color, texture, shape and contour is not clearly
provided for the pedestrian marked by the red dotted box, while in the corresponding
thermal infrared image (d), the pedestrian feature information is not significant, and thus it
is different to distinguish the pedestrian even with human eyes. Therefore, it is necessary to
study how to effectively utilize the physical properties of visible light images and thermal
infrared images and fully exploit the complementarity between these two images so as to
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improve pedestrian detection effects. In recent years, researchers have made many efforts
in pixel-level fusion [10,23], feature-level fusion [9,13] and decision-level fusion [12] of
visible light images and thermal infrared images. However, owing to the complexity and
diversity of outdoor scenes and the changeable weather, it is difficult to meet complex and
changeable application requirements by using existing methods.

For example, the pixel-level fusion image obtained from the visible light image and
the thermal infrared image would lose color and part of the texture and background infor-
mation of the scene as compared with the visible light image, and would lose part of the
brightness information as compared with the thermal infrared image; therefore, it is difficult
to effectively improve the detection accuracy of pedestrians only by using the pixel-level
fusion image, especially because of the fact that the missed and false detection would easily
occur. In some cases, given the influence caused by factors such as illumination, temper-
ature, and weather, the pedestrian information in the visible light image, such as color,
texture and shape could not be provided, and the pedestrian information in the thermal
infrared image such as shape, brightness, and contour is not clearly obtained. In view of
this, the feature-level fusion of the visible light image and the thermal infrared image could
not significantly enhance the feature expression of the pedestrians. On the contrary, it will
introduce interference information, which would easily result in missed detection and false
detection of pedestrians. When the visible light image and the thermal infrared image are
fused at the decision level, pedestrian detection is required to be performed respectively in
the visible light image and the corresponding thermal infrared image, and then a mapping
relationship and a master-slave relationship between the visible light detection results and
the thermal infrared detection results is established. However, in actual monitoring, the
weather changes at any time, which makes the pedestrian information in the visible light
image and in the thermal infrared image not equivalent. Therefore, the mapping relation-
ship and the master-slave relationship there between cannot be established to meet initial
conditions for the decision-level fusion, and thus missed detections and false detections of
the pedestrian object would easily occur. With this in mind, this paper studies and analyzes
the physical properties of visible light images and thermal infrared images, and uses the
complementarity between the two images to enhance the visually significant features and
feature expression properties of pedestrians, so as to obtain the context information that is
required for pedestrian detection and thereby improving pedestrian detection accuracy.

In order to improve the detection accuracy of pedestrians under low illumination at
night and in the shadows during the daytime, this paper studies pedestrian detection based
on the two-stage fusion of visible light images and thermal infrared images. This paper
is distinguished from the existing references [11,13,22] mainly in that it makes full use of
the complementarity and difference between visible light images and thermal infrared
images to perform the two-stage fusion, including pixel-level fusion and feature-level
fusion, according to the varying daytime conditions, so as to obtain effective pedestrian
context information. The organization of this paper is as follows: Section 1 includes the
introduction and existing problems; Section 2 introduces the existing pedestrian detection
methods using pixel-level fusion, feature-level fusion and decision-level fusion of the
visible light image and thermal infrared image; Section 3 introduces the proposed method;
Section 4 introduces the experimental results; and Section 5 summarizes the content of
this paper.

2. Related Work

In the past, thermal infrared imaging devices were mainly used for military appli-
cations. As the cost of the thermal infrared device falls, it is becoming more and more
widely used in civilian applications, such as drone rescue and health monitoring [18,19].
The existing pedestrian detection methods based on the fusion of visible light images and
thermal infrared images are mainly classified into the following three categories: pixel-level
fusion, feature-level fusion and decision-level fusion [9].
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2.1. Pixel-Level Fusion of Visible Light Images and Thermal Infrared Images

The pixel-level fusion of visible light images and thermal infrared images can effec-
tively fuse complementary information in these two images, thereby enhancing the signifi-
cance of objects in the images under shadows during the daytime or under low illumination
at night, and improving the detection accuracy of objects. For instance, Davis et al. [10]
present a background-subtraction technique fusing contours from thermal and visible
imagery for persistent object detection in urban settings. Background-subtraction in the
thermal domain is used to identify the initial regions of interest. Color and intensity in-
formation are used within these areas to obtain the corresponding regions of interest in
the visible domain. Within each region, input and background gradient information are
combined to form a Contour Saliency Map. The binary contour fragments, obtained from
corresponding Contour Saliency Maps, are then fused into a single image. An A*path-
constrained search along watershed boundaries of the regions of interest is used to complete
and close any broken segments in the fused contour image. Lastly, to facilitate subsequent
pedestrian detection, the contour image is flood-filled to produce silhouettes. Choi et al. [23]
propose a human detection method with thermal and visible images using a joint bilat-
eral filter. To fuse the best features of both types of images in order to achieve superior
performance in human detection, a pixel-level image fusion is used, and to carry out this
image fusion process, the joint bilateral filter is used for fusion of the edge information in
the visible image and the white region in the thermal image. This image fusion process
effectively removes the regions of human shadow. Results from different pairs of fused
images that are taken sequentially are subtracted to detect the human effectively.

2.2. Feature-Level Fusion of Visible Light Images and Thermal Infrared Images

With the widespread application of pedestrian detection, pedestrian detection datasets
have developed rapidly in the past decades. However, most of the existing pedestrian
detection datasets are directed to visible light images, while complete object contour,
brightness and part of texture information under low illumination at night and under
shadows during the daytime can only be obtained from thermal infrared images. In
view of this, Hwang [13] proposes a multispectral pedestrian dataset that provides well-
aligned color-thermal image pairs, captured by beam splitter-based special hardware. The
color-thermal dataset is as large as previous color-based datasets and provides dense
annotations, including temporal correspondences. With this dataset, the authors introduce
multispectral aggregated channel features (ACFs) [9], which is an extension of the standard
ACFs to simultaneously handle color-thermal image pairs. This method achieves another
breakthrough in the pedestrian detection task by using the feature-level fusion of the
visible light image and the thermal infrared image, thereby improving pedestrian detection
performance under shadows during the daytime and under low illumination at night.

2.3. Decision-Level Fusion of Visible Light Images and Thermal Infrared Images

Existing visible light images in video surveillance have deficiencies for detection
performance under low illumination at night and under shadows during the daytime. In
order to improve the accuracy and intelligence of outdoor surveillance video throughout
the whole day, intelligent surveillance systems that can automatically adapt to both day
and night are becoming more and more popular. Torresan [22] relies on the use of pairs
of video (visible spectrum) and thermal infrared (TIR) cameras located around premises
of interest. To automate the system, a dedicated image processing approach is required.
These image sequences (video and TIR) are synchronized, geometrically corrected and
temperature calibrated. The next step is to develop a segmentation strategy to extract the
regions of interest (ROIs) corresponding to pedestrians in the images. Finally, a mapping
relationship and a master-slave relationship are established for pedestrian detection results
from visible light images and thermal infrared images, and the mapping relationship and
the master—slave relationship are changed when the subsequent detection results change.
The basis for the decision-level fusion of visible light images and thermal infrared images
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is that there are corresponding detection results in both visible light detection results and
thermal infrared detection results for the establishment of the mapping relationship and the
master—slave relationship. However, owing to the influences of the varying daytime, the
detection results cannot comply with this correspondence; thus, the current decision-level
fusion method cannot adequately handle the recovery of the master—slave relationship to
only re-establish the mapping scheme, which reduces the performance of object detection.

3. The Proposed Method

The proposed method in the paper, specifically the visible light images and thermal
infrared images, are subjected to pixel-level fusion and feature-level fusion according to
the varying daytime conditions. In the pixel-level fusion stage, the thermal infrared image,
after being brightness enhanced, is fused with the visible image. The obtained pixel-level
fusion image contains the information critical for accurate pedestrian detection, such as
pedestrian context, shape, contour, and background in the scene. In the feature-level fusion
stage, in the daytime, the previous pixel-level fusion image is fused with the visible light
image so as to make full use of the color, texture and background information in the scene
of the visible light image; meanwhile, under low illumination at night, the previous pixel-
level fusion image is fused with the thermal infrared image, so as to make full use of the
significant information of thermal infrared images, such as pedestrian brightness, shapes
and contours.

3.1. Stage I: Pixel-Level Fusion of Visual Light Images and Thermal Infrared Images

Under shadows in the daytime, it is difficult to detect pedestrians in the visible light
images, while corresponding thermal infrared images have clear image information such as
brightness and shape of pedestrians. Under low illumination at night, visible light images
have certain information such as color, texture and background of the scene, but do not have
complete edges, textures and shapes of pedestrians, while corresponding thermal infrared
images have information such as brightness, shape and contour of pedestrians. Moreover,
owing to the influence of imaging sensing devices, Gaussian noise or salt-pepper noise are
prone to occur in visible light images [24-28]. In view of all this, many studies have been
done on the fusion, especially the pixel-level fusion, of visible light images and thermal
infrared images by utilizing the complementarity between the two types of images. In the
literature [29], visible light images and thermal infrared images were separately visually
enhanced before pixel-level fusion, resulting in overly strong contrast in the enhanced
visible light images; thus, it is difficult to effectively extract pedestrian features from the
fusion results. To solve this problem, this paper proposes that only the brightness of thermal
infrared images is enhanced before the pixel-level fusion of visible light images and thermal
infrared images. By doing so, pedestrian features can be effectively extracted from the
fusion result, which conforms to human visual perception, as specifically shown in the
following Formula (1):

norm = (p(x,y) — min(p))/ (max(p) — min(p)) * 255 M

where p(x, y) represents a pixel value at the current position (x, y), min(p) represents the
minimum value of pixels in the current thermal infrared image, and max(p) represents the
maximum value of pixels in the current thermal infrared image. The visible light image
and the brightness-enhanced thermal infrared image are fused at the pixel level through
guided filtering technology to significantly enhance the visual appearance information
of pedestrians. The strategies and methods of selecting parameters are explained in the
literature [29-37].

Figure 2 depicts, under shadows in the daytime, the visible light image (a), the
corresponding thermal infrared image (b), the pixel-level fusion image of the visible light
image and the thermal infrared image (c), and the pixel-level fusion image of the visible
light image and the brightness-enhanced thermal infrared image as proposed in this paper
(d), as well as the corresponding edge features of each of these images.
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(a) (b) (c)

(d)

Figure 2. Different types of images and corresponding edge features under shadows in the daytime:

(a) visible light image and corresponding edge features; (b) thermal infrared image and corresponding
edge features; (c) the non-brightness-enhanced fusion image and corresponding edge features; (d) the
brightness-enhanced fusion image and corresponding edge features.

From Figure 2, it can be seen that under shadows in the daytime, as compared with
the visible light image (a), the thermal infrared image (b) and the pixel-level fusion image
of thermal infrared image and visible light image (c), the pixel-level fusion image of the
brightness-enhanced thermal infrared image and visible light image as proposed in this
paper (d) has more significant pedestrian information and corresponding bottom-layer
edge features. The results show that the pixel-level fusion image as proposed in this paper
has clearer pedestrian information such as context, partial texture, shape and background
of the scene, which are essential for achieving accurate pedestrian detection. By making
full use of the above information, it is possible for pedestrian detectors to better distinguish
pedestrians and backgrounds, thereby improving the accuracy of pedestrian detection.

The effectiveness of the pixel-level fusion method proposed in this paper is further
demonstrated below by using the image quality metrics, including information entropy,
average gradient and edge strength [27,38]. The results are shown in Table 1.

Table 1. The image quality of different images during the daytime.

Metrics Information Average Edge

Image Entropy Gradient Strength
Visible light image 6.984 2.723 28.452
Thermal infrared image 6.645 2.028 21.317

Pixel-level fusion image of
non-brightness-enhanced thermal infrared 7.198 3.611 37.648
image and visible light image

Pixel-level fusion image of
brightness-enhanced thermal infrared image 7.625 5.035 52.818
and visible light image

It can be seen from Table 1 that the pixel-level fusion of the brightness-enhanced
thermal infrared image and the visible light image results in a fusion image have higher
information entropy, average gradient and edge strength, as compared with the visible light
image, thermal infrared image and non-brightness-enhanced fusion image. The higher
the information entropy, average gradient and edge strength, the richer the information
contained in the image. In particular, more pedestrian context information indicates higher
image quality and thus a clearer image. Therefore, although the pedestrian object under
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shadow in the daytime does not have complete bottom-layer visual information, since
the fusion image obtained by the proposed method contains more pedestrian context
information and scene background information, the pedestrian and the background can be
better distinguished, and thus the pedestrian detection accuracy can be improved.

Figure 3 depicts, under low illumination at night, the visible light image (a), corre-
sponding thermal infrared image (b), pixel-level fusion image of the visible light image
and the corresponding thermal infrared image (c), and pixel-level fusion image of the
visible light image and the brightness-enhanced thermal infrared image (d), as well as the
corresponding edge features of each of these images.

Figure 3. Different types of images and corresponding edge features under low illumination at
night: (a) visible light image and corresponding edge features; (b) thermal infrared image and
corresponding edge features; (c) non-brightness-enhanced fusion image and corresponding edge
features; (d) brightness-enhanced fusion image and corresponding edge features.

As shown in Figure 3, the pixel-level fusion image of the visible light image and
the brightness-enhanced thermal infrared image has more significant context, shape and
contour information of the pedestrian and the scene background information, as well as
pedestrian edge features, all of which are beneficial to improve the accuracy of pedes-
trian detection.

As indicated by the evaluation metrics of the image quality, including information
entropy, average gradient and edge intensity, under low illumination at night, the pixel-
level fusion image obtained by the proposed method has greater detail and thus is clearer.
The results are shown in Table 2.

Table 2. The image quality of different images under low illumination at night.

Metrics Information Average Edge

Image Entropy Gradient Strength
Visible light image 6.692 3.556 37.292
Thermal infrared image 5.053 0.485 5111

Pixel-level fusion image of
non-brightness-enhanced thermal infrared 6.716 3.681 38.649
image and visible light image

Pixel-level fusion image of
brightness-enhanced thermal infrared image 6.979 3.940 41.368
and visible light image
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It can be seen from Table 2 that, as compared with the visible light image, thermal
infrared image, and pixel-level fusion image of the visible light image and the thermal
infrared image, the pixel-level fusion image of the visible light image and the brightness-
enhanced thermal infrared image have higher information entropy, average gradient
and edge strength. Therefore, the pixel-level fusion image of the visible light image
and the brightness-enhanced thermal infrared image contains more information, such as
pedestrian context, shape, contour and scene background, all of which make pedestrians
and backgrounds more distinguishable, and thus is beneficial for improving pedestrian
detection accuracy.

In conclusion, the pixel-level fusion image of the visible light image and the brightness-
enhanced thermal infrared image has rich information, including pedestrian context, shape,
brightness, contour and scene background, both under shadows in the daytime and under
low illumination at night; this information contributes to the improvement in the accuracy
of pedestrian detection throughout the whole day.

3.2. Stage II: Combination of Pixel-Level Fusion and Feature-Level Fusion for Pedestrian Detection

In order to meet all-day monitoring requirements of the monitoring system, under
shadows in the daytime, the pixel-level fusion image obtained in the first stage is fused
at a feature level with the visible light image so as to compensate for its loss of color,
texture and scene background information as compared with the visible light image. While
under low illumination at night, the pixel-level fusion image obtained in the first stage is
fused at a feature level with the thermal infrared image so as to compensate for its loss of
some brightness information of pedestrians as compared with the thermal infrared image.
Therefore, on the basis of the pixel-level fusion obtained the first stage, this part is directed
to the selection of visible light images or thermal infrared images for feature-level fusion
according to the varying daytime conditions, so as to improve the all-day accuracy of
pedestrian detection.

3.2.1. Feature-Level Pedestrian Detection Method Based on the Combination of the
Pixel-Level Fusion Image and the Visible Light Image

In the daytime, the color, texture and scene background information in the visible light
image are important factors for achieving accurate pedestrian detection [28,38,39]. Keeping
this in mind, when visible light images and thermal infrared images are fused at a feature
level by using existing feature-level fusion methods [2,9,13], the effect of increasing the ratio
of visible light images to thermal infrared images on pedestrian detection performance is
studied. The increase in said ratio is meant to increase the proportion of color, texture and
scene background information in the visible light image during the feature-level fusion.
The pedestrian detection results are shown in Table 3.

Table 3. Effect of the ratio of visible light images to thermal infrared images on pedestrian detec-

tion performance.

The Ratio of Visible Light

Images to Thermal AP APYS APO75 APS APM APt
Infrared Images

1:1 0.742 0.957 0.874 0.689 0.745 0.791

2:1 0.742 0.957 0.872 0.687 0.744 0.794

3:1 0.739 0.956 0.871 0.685 0.741 0.789

3:2 0.737 0.957 0.863 0.686 0.738 0.795

4:1 0.739 0.957 0.871 0.686 0.740 0.794

5:1 0.742 0.965 0.871 0.681 0.743 0.791
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It can be seen from Table 3 that in the daytime, increasing the ratio of visible light
images to thermal infrared images essentially has no effect on the evaluation metrics of
pedestrian detection, including average accuracy, indicating that the accuracy of pedestrian
detection has not been effectively improved. For the specific meaning of the evaluation met-
rics AP, AP%5, AP%75, APS, APM and APY, please refer to the introduction of the evaluation
metrics in Section 4.2. The main reason for this is that, although increasing the proportion
of visible light images enhances the color and texture information of pedestrians in the
visible light images, it does not enhance the context and scene background information
of pedestrians under shadows and at distance. On the other hand, in the daytime, the
pixel-level fusion image of the visible light image and the thermal infrared image loses
color as well as part of the texture and scene background information as compared with
the visible light image, whereas the color, texture and scene background information are
absent in the thermal infrared image. In view of the above, we propose a feature-level
fusion of the pixel-level fusion image with the visible light image so as to compensate for
the missing color, part of the texture, and scene background information, thus realizing the
accurate detection of pedestrians.

Based on the above analysis, in the daytime, the pixel-level fusion image of the visible
light image and the thermal infrared image is fused with the visible light image at the
feature level, so as to enhance the bottom-layer and middle-layer visual features required
for accurate pedestrian detection, such as the context, texture and color of pedestrians and
background information in the scene, as shown in Formula (2):

fi = vis™ @ £ @)

where vis(") represents the feature map obtained from the extraction of the nth frame of
the visible light image, f. ()

»isir T€presents the feature map obtained from the extraction of the
nth frame of the pixel-level fused image, ® represents pixel-by-pixel addition, and f,g?
represents the feature-level fusion result. By using this method, the feature-level fusion of
the pixel-level fusion image and the visible light image can be obtained, which improves
the detection accuracy of pedestrians in the daytime. The specific flowchart is shown in

Figure 4.

Backbone Network “:

— Conv — Conv —> Conv —> Conv

cls_score
ROI \
| Daytime visible Align
light image / result of the result

bbox_prep the — Nms — Offhe
final

| detection detection

'

Figure 4. The pedestrian detection flowchart of feature-level fusion of the pixel-level fusion image
and the visible light image.

As shown in Figure 4, in order to perform the feature-level fusion of pixel-level fusion
images and visible light images, a multi-stage and currently popular Cascade R-CNN
network model [40] for object detection based on the feature pyramid [41] is adopted as the
pedestrian detection network model, ResNet-50 [35] is used as the backbone network, a
stochastic gradient descent function is used as the optimization procedure, and the learning
rate is set to 0.001, the weight decay is set to 0.0005, and the momentum is set to 0.9. The
training data is expanded by image data expansion methods such as flipping, scaling, and
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rotation, so that the pedestrian features are enhanced and, ultimately, the accurate detection
of pedestrians in outdoor surveillance videos is achieved.

3.2.2. Feature-Level Pedestrian Detection Method Based on the Combination of the
Pixel-Level Fusion Image and the Thermal Infrared Image

Under low illumination at night, visible light images contain salt-pepper noise and
Gaussian noise [24,27], which would reduce the accuracy of pedestrian detection. In
addition, visible light images do not have effective bottom-layer visual information for
pedestrians, while thermal infrared images contain bottom-layer visual information such as
brightness, contour and shape of pedestrians. In view of this, in the feature-level fusion of
visible light images and thermal infrared images, the effect of increasing the ratio of thermal
infrared image to visible light image on pedestrian detection performance is studied. The
increase in said ratio is meant to increase the proportion of brightness, contour and shape
of pedestrians in thermal infrared images during the feature-level fusion. The pedestrian
detection performance results are shown in Table 4.

Table 4. Effect of the ratio of thermal infrared images to visible light images on pedestrian detec-
tion performance.

The Ratio of Thermal
Infrared Images to Visible AP APYS APY75 APS APM APt
Light Images
1:1 0.751 0.965 0.857 0.597 0.758 0.813
1:2 0.751 0.965 0.858 0.598 0.760 0.802
1:3 0.737 0.965 0.855 0.562 0.747 0.793
2:3 0.757 0.966 0.866 0.609 0.764 0.805
1:4 0.749 0.965 0.857 0.577 0.758 0.803
1:5 0.749 0.965 0.856 0.584 0.756 0.803

It can be seen from Table 4 that increasing the ratio of the thermal infrared image to the
visible light image essentially has no effect on the evaluation metrics of pedestrian detection,
including average accuracy, indicating that the accuracy of pedestrian detection has not
been effectively improved. The main reason is that, although increasing the proportion of
thermal infrared images improves the brightness and contour information of pedestrians,
it cannot improve the context, texture and scene background information, so that the
accuracy of pedestrian detection under low illumination at night cannot be effectively
improved. On the other hand, under low illumination at night, the pixel-level fusion
image of the visible light image and the thermal infrared image loses some brightness
information for pedestrians and edge contour information as compared with the thermal
infrared image [42], while visible light images cannot compensate for said information loss,
since they contain no effective bottom-layer visual features of pedestrians. Therefore, we
propose a feature-level fusion of the pixel-level fusion image with the thermal infrared
image to compensate for the bottom-layer visual information, such as partial brightness
and edge contours of pedestrians, thereby improving the detection accuracy of pedestrians.

Based on the above analysis, under low illumination at night, the pixel-level fusion
image and the thermal infrared image are fused at a feature level so that the pedestrian
features can be enhanced, as shown in Formula (3):

fid =i & £, ©

where ir(") represents the feature map extracted from the nth frame of thermal infrared
image, fzgznsZr represents the feature map extracted from the nth frame of the pixel-level

fusion image, and f,(g? represents the result of feature-level fusion. By using this formula,
the feature-level fusion of the pixel-level fusion image and the thermal infrared image
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can be performed, which improves the accuracy of pedestrian detection. The detection
flowchart is shown in Figure 5:

Backbone Network

Comv  Cony = Cony — Comv !

I |
! the thermal infrared !
| imageunder low )
*_illumination at night L

cls_score
ROI \\
Align
/ result of the result

Feature bbox_prep the - NMS —» ofthe

detection final
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Figure 5. The pedestrian detection flowchart of feature-level fusion of the pixel-level fusion image
and the thermal infrared image.

In Figure 5, during the feature-level fusion of the pixel-level fusion image with the
thermal infrared image, the specific settings of the parameters, including the network
model, optimization function, learning rate, weight decay and momentum, are analogous
to the above model parameter settings in Figure 4. By using the feature-level fusion of
pixel-level fusion images with thermal infrared images, the pedestrian features can be
enhanced, and thus the accuracy of pedestrian detection under low illumination at night
can be improved.

4. Experimental Results
4.1. Introduction of Datasets and Experiments

The effectiveness of the proposed method is evaluated using the publicly available
KAIST dataset [13], in which visible light images and corresponding thermal infrared
images are contained in pairs. The images in this dataset were acquired in urban areas
with pedestrians by sensor devices mounted on the roof of cars at a speed of 30-55 km/h.
The dataset contains visible light image and thermal infrared image data in various scenes
under different daytime conditions, including shadows during the daytime and low illu-
mination at night. The above two types of images have a resolution of 640 x 512, and the
pedestrians in the images have a height ranging from 45 to 115 pixels. In this dataset, a total
of 95,328 visible light images and corresponding thermal infrared images are manually
annotated, resulting in 103,128 annotated boxes with 1182 pedestrian objects. In this dataset,
the visible light image under illumination during the daytime has complete bottom-layer vi-
sual features such as color, contour and shape of the pedestrians. However, under shadows
and regarding small objects at a distance, the pedestrians and backgrounds in the visible
light image are not easily distinguishable, whereas the corresponding thermal infrared
image has complete bottom-layer visual information, including pedestrian brightness,
contour and shape. Moreover, under low illumination at night, the shape and contour of
pedestrians in the visible light image cannot be distinguished, whereas the corresponding
thermal infrared images exhibits significant bottom-layer visual information, such as shape,
contour and brightness of pedestrians. The specific image data in this dataset is shown in
Figure 6.
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(b) (c) (d)

(a)

Figure 6. Visible light image and corresponding thermal infrared image from the KAIST dataset.

(a) The image in the daytime; (b) the image under shadows in the daytime; (c) the image under low
illumination at night; (d) the image under low illumination at night.

As shown in Figure 6, the first and second columns are the visible light image and
corresponding thermal infrared image under shadows during the daytime, and the third
and fourth columns are the visible light image and corresponding thermal infrared images
under low illumination at night. Specifically, under shadows during the daytime, the
visible light image contains little effective pedestrian information, rendering the pedes-
trians not easily detectable, while the corresponding thermal infrared image can provide
the bottom-layer visual information, such as brightness, shape and contour, required for
pedestrian detection. Under low illumination at night, the visible light image has large
noise interference, rendering the pedestrians not easily detectable, while the corresponding
thermal infrared image has significant information, such as brightness, shape and contour,
for pedestrian detection. Therefore, considering the difference and complementarity be-
tween visible light images and thermal infrared images, these two images are subsequently
fused at a pixel level and then at a feature level according to the varying daytime conditions,
so that the accuracy of pedestrian detection can be improved and thus accuracy can be
achieved throughout the day.

4.2. Evaluation Metrics
(1) Evaluation Metrics of the Image Quality

In order to effectively evaluate the image quality, the following evaluation metrics
were used [27,43]: Entropy (E), Average Gradient (AG) and Edge Intensity (EI). Specifically,
the entropy represents the amount of information contained in the image. The greater
the entropy, the more information the image contains. The Entropy (E) is obtained by
Formula (4):

L-1
E=—) pilog(p) )
i=0

where L represents the gray level of the image, and P; represents the probability of the pixel
value 7 in the image.

The average gradient reflects the clearness of the image. The larger the average
gradient, the clearer the image. In addition, the average gradient can also be used to
measure the spatial resolution of the image, and the average gradient increases with the
increase of the spatial resolution. The specific calculation is shown in Formula (5):

1 M N 5 5
MXN;ZEZ (A1x+A1y)/2 )

AG =
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where I represents the image, AI2 and AI; are the gradients in the horizontal and vertical
directions, respectively, and M x N is the size of the image.

The edge intensity can reflect the quality and clearness of the image. The higher the
edge intensity, the higher the quality and clearness of the image. The edge strength of the
image is measured using the Sobel operator, as shown in Formulas (6) and (7):

Sy =1Ixhy, Sy =1xhy (6)

El=,/S3+S] (7)
1 01 -1 -2 -1

where I represents the image, and hy = | =2 0 2|andhy=| 0 0 0 | repre-
-1 01 1 2 1

sent the gradient operators in the horizontal and vertical directions, respectively.
(2) Evaluation Metrics of the Pedestrian Detection

We use the Average Precision (AP) as defined in the coco dataset [44] to evaluate
our algorithm.

AP@[0.5:0.95] corresponds to the AP for IOU from 0.5 to 0.95 with a step size of 0.05.
APV =050 is AP at IoU = 0.50. APV = 0.75 is AP at IoU = 0.75.

APSall is AP for small objects: area < 322.

APMedium i AP for medium objects: 322 < area < 962.

APLar8¢ js AP for large objects: area > 962.

During training and testing, the input images are scaled to 512 pixels in height and
640 pixels in width. NMS (Non-Maximum Suppression) is used for the final detection results.

4.3. Pedestrian Detection Results Based on the Combination of the Pixel-Level Fusion and the
Feature-Level Fusion

In view of the complementarity and difference between visible light images and
thermal infrared images, the pixel-level fusion image is further fused at a feature level
with a different original image according to the varying daytime conditions, such as
with a visible light image under shadows during the daytime or with a thermal infrared
image under low illumination at night, so that the feature-expressing ability of pedestrians
can be significantly enhanced, and thus the accuracy of pedestrian detection in outdoor
surveillance can be improved.

In order to verify the method proposed in this paper, we split the KAIST dataset into
the training set, the verification set and the test set, with a ratio of 8:1:1. All comparison
methods are trained for 12 epochs, and all comparison results take the last epoch as a
comparison of the final results.

(a) Pedestrian detection results based on the feature-level fusion of the pixel-level fusion
image and the visible light image

From the pixel-level fusion image of the visible light image and thermal infrared image,
it can be seen from Figure 2 that under shadows in the daytime, said pixel-level fusion
image has the bottom-layer visual information, including context, brightness, contour
and shape, required for accurate pedestrian detection, but loses the information of color,
texture and scene background contained in the original visible light image. Therefore, the
pixel-level fusion image is further fused at a feature level with the original visible light
image, so as to compensate the pixel-level fusion image for its loss of the color and texture
information, thereby improving the accuracy of the pedestrian detection. The effectiveness
of the proposed pedestrian detection method is evaluated in terms of visual effect and
performance metrics. The visual effect is shown in Figure 7.
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(a) Scene 1 (b) Scene 2 N (c) Scene 3

Figure 7. Scene 1, scene 2 and scene 3 show feature-level fusion results of the pixel-level fusion image
and the visible light image in the daytime in the KAIST dataset.

As can be seen from Figure 7, based on the same data partition method, the method
proposed in this paper can detect more pedestrian objects as compared with other methods,
and thus can effectively reduce the missed and false detection of pedestrians. Specifically,
in the first line, when only the visible light image is used for pedestrian detection, there
exists the missed detection of pedestrians, especially regarding pedestrians under shadows,
pedestrians with few pixels at distance, and pedestrians with a similar appearance with
the background. In the second line, when the pixel-level fusion image of visible light
image and thermal infrared image is used for pedestrian detection, there exists the missed
and false detection of pedestrians, especially regarding pedestrians under shadows and
pedestrians with a similar appearance with the background. In the third line, when the
feature-level fusion image of visible light image and thermal infrared image is used for
pedestrian detection, there exists the missed detection of pedestrians, especially regarding
pedestrians under shadows and pedestrians with few effective pixels at distance. In
the fourth line, the method proposed in this paper can better detect pedestrian objects,
including pedestrians under shadows, pedestrians with few effective pixels at distance,
and pedestrians with a similar appearance with the background. Therefore, the proposed
method can reduce the missed and false detection rate for the pedestrians and thus achieves
accurate pedestrian detection.

The effectiveness of the proposed method is further evaluated using the performance
evaluation metrics [44], including the average accuracy rate AP, AP%> and AP%75, and so
on, as shown in Table 5.
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Table 5. Pedestrian detection performance of different detection methods in the daytime.

Evaluation Metrics AP APYS5  APO75  APS APM AP
Detection of the visible light image 0.724 0.956 0.848 0.660 0.724 0.789

Detection of the pixel-level fusion of
the visible light image and the thermal  0.704 0.955 0.821 0.634 0.706 0.774
infrared image

Detection of the feature-level fusion of
the visible light image and the thermal  0.742 0.956 0.874 0.689 0.745 0.791
infrared image

Detection using the proposed method  0.764 0.980 0.899 0.706 0.766 0.814

As can be seen from Table 5, the proposed method in this paper achieves higher AP
as compared with those based on the visible light image, the pixel-level fusion image and
the feature-level fusion image. Specifically, as compared with the other three detection
methods, the average accuracy of the proposed method is improved by 4.2%, 6.0% and
2.2%, respectively. Therefore, the proposed method in this paper can improve the accuracy
of pedestrian detection and reduce the missed and false detection rate of pedestrians, thus
realizing the accurate detection of pedestrians in outdoor surveillance videos.

(b) Pedestrian detection results based on the feature-level fusion of the pixel-level fusion
image and the thermal infrared image

Under low illumination at night, the pixel-level fusion image has the bottom-layer
visual information, including context, contour, shape and background of the scene, required
for accurate pedestrian detection, but loses part of the brightness information contained in
the original thermal infrared image. In view of this, the pixel-level fusion image is further
fused at a feature level with the original thermal infrared image, so as to compensate the
pixel-level fusion image for its loss of part of brightness information, thereby improving the
accuracy of the pedestrian detection. The effectiveness of the proposed method is evaluated
in terms of visual effect and performance index. The visual effect is shown in Figure 8.

As can be seen from Figure 8, the method proposed in this paper can detect more
pedestrian objects and reduce the false detection of pedestrians as compared with other
methods, and thus can effectively reduce the missed and false rate of pedestrian detection.
Specifically, in the first line, when only the thermal infrared image is used for pedestrian
detection, there exists the missed detection of pedestrians, especially regarding pedestrians
with few pixels at distance and pedestrians that are partially occluded. In the second line,
when the pixel-level fusion image of the visible light image and thermal infrared image is
used for pedestrian detection, there exists the missed and false detection of pedestrians,
especially regarding pedestrians with few effective pixels at distance and pedestrians under
interference caused by background similarities such as street lights. In the third line, when
the feature-level fusion image of visible light image and thermal infrared image is used for
pedestrian detection, there exists the missed detection of pedestrians, especially regarding
pedestrians with few effective pixels at distance and pedestrians that are partially occluded.
In the fourth line, the method proposed in this paper can better detect pedestrian objects,
including pedestrians with few effective pixels at distance, pedestrians that are partially
occluded, and pedestrians under interference caused by background similarities such as
street lights. Therefore, the proposed method can reduce the missed and false detection rate
for the pedestrians and thus achieves accurate pedestrian detection under low illumination
at night.
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a) Scene 4 (b) Scene 5 (c) Scene 6

Figure 8. Scene 4, scene 5 and scene 6 show feature-level fusion results of the pixel-level fusion image
and the thermal infrared image under low illumination at night in the KAIST dataset.

The effectiveness of the proposed method is further evaluated using the performance
evaluation metrics of the average accuracies AP, AP%> and AP%7>, and so on, as shown in
Table 6.

Table 6. Pedestrian detection performance of different detection methods under low illumination
at night.

Evaluation Metrics AP APOS APO75 APS APM APL
Detection of the thermal infrared image  0.786 0.978 0.900 0.689 0.792 0.806

Detection of the pixel-level fusion of the
visible light image and the thermal 0.744 0.965 0.855 0.546 0.757  0.778
infrared image

Detection of the feature-level fusion of
the visible light image and the thermal  0.737  0.966 0.857 0567  0.746  0.800
infrared image

Detection using the proposed method ~ 0.824 0.986 0.943 0.741 0.830  0.836

As can be seen from Table 6, the proposed method in this paper achieves higher
average accuracy as compared with those based on the thermal infrared image, the pixel-
level fusion image and the feature-level fusion image. Specifically, as compared with the
other three detection methods, the average accuracy of the proposed method is improved
by 3.8%, 8.0% and 8.7%, respectively. Therefore, under low illumination at night, the
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proposed method in this paper improves the accuracy of pedestrian detection and reduces
the missed and false detection rate of pedestrians, thus realizing the accurate detection of
pedestrians in outdoor surveillance videos.

5. Conclusions and Future

This paper proposed a method for pedestrian detection based on the pixel-level fusion
of visible light image and thermal infrared image and the feature-level fusion of the two
images according to the varying daytime conditions. In particular, in the pixel-level fusion
stage, the thermal infrared image was firstly enhanced in terms of its brightness, and then
was fused with the visible light image at the pixel level to obtain a pixel-level fusion image,
which contains the information of context, contour, shape and background of the scene
required for accurate pedestrian detection. In the feature-level fusion stage, under shadows
during the daytime, the pixel-level fusion image was fused with the visible light image at
the feature level to obtain a feature-level image, which compensates for the information loss
of the pixel-level fusion image, such as color as well as part of the texture and background
of the scene contained in the visible light image; meanwhile, under low illumination at
night, the pixel-level fusion image was fused with the thermal infrared image at the feature
level to obtain a feature-level image, which compensates the pixel-level fusion image for
its loss of part of the brightness information contained in the thermal infrared image.
The experimental results show that the proposed method achieves accurate pedestrian
detection. The proposed method still has some aspects that require improvement. For
example, the proposed method cannot automatically discriminate between the varying
daytime conditions for the corresponding detection model, and it does not consider the
effect of misalignment of data collected by different sensor devices on the detection accuracy.
Nonetheless, the proposed method exhibits a novel method for detecting pedestrians, which
can be potentially used in outdoor surveillance videos.
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