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Abstract: The semantic segmentation of annual rings is a research topic of interest in wood chronology.
To solve the problem of wood annual rings being difficult to segment in dense areas and being greatly
affected by defects such as cracks and wormholes, this paper builds a DAF-Net++ model which is
based on U-Net whose backbone network is VGG16 and filled with dense jump links, CBAM and
DCAM. In this model, VGG16 is used to enhance the extraction ability of image features, dense
jump links are used to fuse semantic information of different levels, DCAM provides weighting
guidance for shallow features, and CBAM solves the loss of down-sampling information. Taking
a Chinese fir wood as the experimental object, 1700 CT images of wood transverse section were
obtained by medical CT equipment and 120 of them were randomly selected as the dataset, which
was expanded by cropping and rotation, among others. DAF-Net++ was used for training the model
and segmentation of the annual rings, and finally the performance of the model was evaluated.
The training method is freeze training followed by thaw training, and takes Focal Loss as the loss
function, ReLU as the activation function, and Adam as the optimizer. The experimental results
show that, in the segmentation of CT images of Chinese fir annual rings, the MIoU of DAF-Net++
is 93.67%, the MPA is 96.76%, the PA is 96.63%, and the Recall is 96.76%. Compared with other
semantic segmentation models such as U-Net, U-Net++, DeepLabv3+, etc., DAF-Net++ has better
segmentation performance.

Keywords: Chinese fir; CT images; segmentation of annual rings; U-Net; dense jump links; attention
mechanism

1. Introduction

The annual ring is the concentric ring pattern on the transverse section of a woody
plant stem, along with the growth of the wood cambium year by year. The annual ring
is an important basis for recording the growth years of trees [1,2]. It contains a wealth of
information on climate [3–5], history [6–8], environment [9,10], and medicine [11]. Accurate
segmentation is a prerequisite for recording, statistics, and analysis of annual rings, so an
intelligent method for accurate segmentation should be proposed as an important research
topic in forestry science.

The traditional method of annual rings segmentation requires a specialized equipment
consisting of a stereoscope, a mobile table, and a data logger. The advantage of this method
is the accuracy of the results, and the disadvantage is that it is time-consuming and has low
efficiency [12]. With the application of computer vision and image processing technology in
the field of wood science, researchers have proposed a series of methods for wood annual
rings segmentation. Ning Xiao et al. (2018) [13] constructed a pixel classifier, which is
based on a random forest algorithm, for early wood and late wood segmentation of red
pine, and the segmentation results meet the needs of annual rings counting and spacing
measurements. Since the transverse section of the wood used in the experiment is free of
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defects such as knots and wormholes, the anti-interference ability of the method is to be
verified. Cheng Yuzhu et al. (2018) [14] proposed an algorithm for wood annual rings image
detection based on texture features. The algorithm removes the noise from the grayscale
image of texture features and extracts the boundary target of annual rings by the Total
Variation (TV) filtering algorithm as well as the Fuzzy Region Competition (FRC) model.
Although the method has good noise immunity, it is not suitable for boundary locating of
annual rings and extracting texture features for different tree species or gradient directions.

Since the AlexNet deep learning network model proposed by Krizhevsky et al. won the
ImageNet competition in 2012 [15], convolutional neural networks (CNNs) have gradually
gained significant attention in the field of computer vision. Classical network models
have been improved and optimized by researchers and applied to different fields. Long
et al. (2014) [16] proposed fully convolutional networks (FCNs), which improve CNNs
by replacing the fully connected layer with a convolutional layer, but this model lacks the
utilization of holistic information. Ronneberger et al. (2016) proposed the U-Net model
based on the improved FCN [17]. The model achieves good segmentation performance
through a small number of labeled images and is widely applied in biomedical fields [18,19]
such as retinal vessel segmentation [20] and cell boundary segmentation [21]. Zhou et al.
(2018) [22] redesigned the jump path based on U-Net for reducing the semantic gap between
the feature mapping of encoder and decoder. U-Net++ with deep supervision was obtained
and tested in the field of medical image segmentation, such as chest nodules and liver
segmentation, and the segmentation performance was better than U-Net. Zhijun Gao et al.
(2020) [23] redesigned convolutional blocks based on U-Net++ and used Deep Residual
Nets (ResNet) as the backbone to segment the retinal macular edema region. The round
holes as well as the cracked voids located around the segmentation target are very similar
to the wormholes and cracks in computed tomography (CT) images of wood. Huang Hong
et al. (2021) [24] proposed an adaptive weighted aggregation method based on U-Net++ in
order to solve the boundary segmentation problem of lung CT images in complex scenes.
This method provides the basis for the application of U-Net series networks for wood
CT images.

For the imbalance of positive and negative samples, we propose a model which
uses dense jump links, attention mechanism, and Focal Loss (DAF-Net++). The model is
constructed on U-Net with VGG16 (Visual Geometry Group, VGGNet with 16 layers) as
the backbone network [25]. Dense jump links are redesigned in order to effectively fuse
feature information and reduce the semantic divide. Deep and shallow features are fused
by two different attention mechanisms. In addition to this, the Focal Loss [26] method is
introduced to the calculation of loss values. Training and test images of transverse sections
of fir trees were compared with those of classical semantic segmentation models such
as U-Net, UNet++, and DeepLabv3+. The Mean Intersection over Union (MIOU), Mean
Pixel Accuracy (MPA), Pixel Accuracy (PA), and Recall of the segmented images using
DAF-Net++ were higher than the classical semantic segmentation models. The results show
that the DAF-Net++ proposed in this paper can effectively overcome the interference such
as wormholes, nodes, cracks, etc., and is more suitable for binary classification problems
with large positive and negative sample bias such as annual rings segmentation.

2. Related Work

Currently, semantic segmentation algorithms are widely used in various fields, such
as medicine and geology. Related researchers have proposed different improvements for se-
mantic segmentation algorithms. Wang Wenguan et al. (2021) [27] proposed a pixel compar-
ison algorithm for semantic segmentation in a fully supervised environment. The method
investigates the global semantic relations between pixels and has the complementary ad-
vantages of unary classification as well as structured metric learning. Available semantic
segmentation algorithms are easily applied. It is a paradigm for pixel-by-pixel metric learn-
ing, which has a wide range of application prospects. However, because there are fewer
pixels in the annual rings and more pixels in the background, this method is not applicable
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to the task of segmenting annual rings. Zhou Tianfei et al. (2022) [28] proposed a regional
semantic comparison as well as aggregation (RCA) method with a regional memory library,
whose superiority lies in its ability to obtain rich contextual semantic information using a
large amount of weakly labeled training data. Excellent results were achieved in experi-
ments on several public datasets. But the method requires a large number of datasets and
is not suitable for the segmentation task of annual rings. Zhou Tianfei et al. (2022) [29] pro-
poses a nonparametric alternative based on a non-learnable prototype. The method is
able to directly shape pixels and embed them into corresponding positions to complete
segmentation. Using such a nonparametric alternative means that the method has excellent
generalization ability and breaks the limitation of parametric learning of traditional seman-
tic segmentation models. However, this method is not applicable to this study due to the
morphological characteristics of wood annual rings.

Although there are abundant studies on semantic segmentation algorithms, there are
relatively few studies on semantic segmentation of CT images of wood annual rings and
the segmentation results are mostly unsatisfactory. Fabijańska et al. (2018) [30] successfully
used the U-Net network model to detect annual rings of different widths, structures,
and orientations from the heartwood of three ring-hole wood species (Quercus sp., Fraxinus
excelsior L., and Ulmus sp.); it is the beginning of annual rings segmentation by using U-Net
networks. However, its segmentation accuracy is low. Ning Xiao et al. (2019) [31] proposed
an image segmentation algorithm based on U-Net. This algorithm effectively segmented
early wood, late wood, and bark, but poorly segmented at the pith and nodal scars. Pixels
of localized regions were missing. The reason for this problem is that the U-Net model does
not make full use of the global information. Liu Shuai et al. (2023) [32] improved U-Net++
by extending the model depth and adding an attention mechanism. Taking 1000 CT images
of Chinese fir as the training set and 25 images as the test set, the PA was 95.9% and the
MIoU was 79.4%, but the segmentation of the morphology and detail pixels of the annual
rings remains to be solved. The main reasons for this are the loss of semantic information
in the downsampling process and the lack of attention to the annual rings in the model
training process.

Therefore, an intelligent, automated, and high-precision segmentation algorithm for
wood annual rings is urgently needed. In this paper, the DAF-Net++ model is proposed to
address the technical challenges in the field of wood annual rings segmentation by using
wood CT images as experimental samples.

3. Model Structure
3.1. Algorithm Research Framework

There are relatively few studies on semantic segmentation models for wood annual
rings, especially for wood CT images. In addition, due to the difficulty during acquiring
wood transverse section images and the marking process, the construction of a related
dataset becomes a challenge. To address the above problems, this paper proposes the
DAF-Net++ model to achieve automation and accuracy in annual rings segmentation. Its
algorithm framework is shown in Figure 1. The CT image input into the model is firstly
encoded by the backbone network with CBAM. Then, the decoding operation is carried
out by the redesigned link path to realize the integration of information, and finally the
segmentation result is output. The innovations of this paper are as follows:

• In terms of experimental data acquisition, we creatively use medical CT equipment
to scan wood to obtain nondestructive transverse section images. The wood image
datasets containing insect holes, knots, and cracks are established. This provides the
new methods for acquiring wood transverse section images.

• In terms of network model, a Dual-input Channel Attention Mechanism (DCAM) is
proposed to handle the underutilization of deep semantic information by traditional
models. In addition, the feature maps obtained from each downsampling are feature-
enhanced by the Convolutional Block Attention Module (CBAM) [33], which increases
the weight of the target while keeping the number channels unchanged to avoid



Electronics 2023, 12, 3009 4 of 21

information loss after downsampling. Finally, the connection paths are redesigned to
fill the U-Net with DCAM and CBAM and VGG16 is used as the backbone network to
enhance the ability to extract features of wood transverse sectional CT images. In this
way, the constructed DAF-Net++ model can weaken the interference of background
information, so that the input information can be effectively utilized to further increase
the weight of objects, capture more feature information, and improve the segmentation
accuracy of annual rings [34].
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Figure 1. Algorithm framework.

3.2. U-Net Model with VGG16 as Backbone Network

In this paper, U-Net uses the VGG16 model as the backbone network, and its structure
is shown in Figure 2. The model consists of five encoders, four decoders, four same-
layer jump connections, and one 1 × 1 convolution operation. The Rectified Linear Unit
(ReLU) linear rectification function is chosen as the activation function, which is most
commonly used in deep learning [35]. Encoder1 contains two convolution operations
(convolution kernel = 64), Encoder2 contains one downsampling and two convolution
operations (convolution kernel = 128), Encoder3 contains one downsampling and three
convolution operations (convolution kernel = 256), Encoder4 contains one downsampling
and three convolution operations (convolution kernel = 512), and Encoder5 contains one
downsampling and three convolution operations (convolution kernel = 512). Decoder1–
Decoder4 each consist of one upsampling and two convolution operations with the same
number of convolution kernels (512, 256, 128, and 64 for each decoder, respectively).
The number of feature map channels is halved after each upsampling. The output of each
encoder is spliced with the upsampled output from the decoder on the same layer as the
encoder, so as to fuse the deep and shallow features. Finally, the output of Decoder1 is
processed by 1 × 1 convolution (the number of convolution kernels is equal to the number
of classifications) to obtain the objective image. In this experiment, the input image is
3 channels, and the dual-channel image is obtained after processing. The convolution
operation in both the encoder and decoder above is 3 × 3. The detailed configuration of
the encoder and decoder is shown in Tables 1 and 2.
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Figure 2. U-Net model with VGG16 as backbone network.

Table 1. Table of encoder configurations.

Number Max Pool Kernel Size Number of
Kernels

Convolutional
Times

Activation
Function

Encoder1 - 3 × 3conv 64 2 ReLu
Encoder2 Max pool 2 × 2 3 × 3conv 128 2 ReLu
Encoder3 Max pool 2 × 2 3 × 3conv 256 3 ReLu
Encoder4 Max pool 2 × 2 3 × 3conv 512 3 ReLu
Encoder5 Max pool 2 × 2 3 × 3conv 512 3 ReLu

Table 2. Table of decoder configurations.

Number Up-Conv Kernel Size Number of
Kernels

Convolutional
Times

Activation
Function

Decoder1 - 3 × 3conv 64 2 ReLu
Decoder2 Up-Conv 2 × 2 3 × 3conv 128 2 ReLu
Decoder3 Up-Conv 2 × 2 3 × 3conv 256 2 ReLu
Decoder4 Up-Conv 2 × 2 3 × 3conv 512 2 ReLu
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3.3. Attention Mechanisms
3.3.1. Convolutional Block Attention Module (CBAM)

CBAM combines the spatial attention mechanism with the channel attention mecha-
nism, and its structure is shown in Figure 3. After inputting the feature maps, the maximum
pooling and average pooling are first performed based on the width and height, respectively.
The number of channels is kept constant and two feature maps of size 1 × 1 are output.
The feature maps are processed by 1 × 1 convolution operation and ReLU activation
function to obtain the attention weights of the channel dimensions. The attention weights
are normalized through Sigmoid [36], after which the original feature maps are weighted
channel-by-channel to complete the feature augmentation of the channel dimensions, and
finally Features-C is obtained. Features-C is input into the spatial attention mechanism,
and two single-channel feature maps are obtained after maximum pooling and average
pooling based on the channel dimensions, respectively. Then, two single-channel feature
maps are concatenated to obtain a dual-channel feature map. Finally, the dual-channel
feature map is convolved to generate a single-channel feature map. This single-channel
feature map is normalized by Sigmoid and then multiplied with Features-C to make the
final feature map, which is feature-enhanced in both spatial and channel dimensions.

Figure 3. CBAM structure.

3.3.2. Dual-Input Channel Attention Mechanism (DCAM)

Attention mechanisms are widely used in the field of semantic segmentation, such as
CBAM, SENet [37], ECA [38], etc. They have a low utilization of the whole information
of the network because they only weigh the feature maps and do not make full use of the
rich semantic information at the deeper level. To solve the above problems, this paper
proposes a dual-input channel attention mechanism (DCAM), which uses deep semantic
information for weighting guidance of shallow features, and its structure is shown in
Figure 4. The inputs of DCAM are deep feature maps and shallow feature maps. For the
deep feature maps, maximum pooling and average pooling are respectively performed in
the spatial dimension to obtain two feature maps of size 1 × 1. Both the feature maps are
first processed by a 1 × 1 convolution operation (the number of convolution kernels is half
of the number of channels) and a ReLU activation function, and then a 1 × 1 convolution
operation is processed (the number of convolution kernels is equal to the number of
input channels) to ensure that the feature maps contain enough semantic information.
Two 1 × 1 feature maps after convolution are fused and processed by Sigmoid to finally
obtain the deep feature map with enhanced channel dimension. A 3 × 3 convolution
operation with padding = 1 is performed on the shallow feature map so that it has the
same number of channels, width, and height as the deep feature map. Finally, the output
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after Sigmoid processing is multiplied with the shallow feature map which is convolution-
processed to complete the weighting guidance for the shallow features from the deep
semantic information.

Figure 4. DCAM structure.

3.4. Dense Jump Links Combined with Attention Mechanisms

Using a dense jump link to fill the U-Net model and reconstruct image features through
both deep and shallow information increases the utilization of deep information.However,
the diversity of features is not considered, so the underutilization of global semantic
information leads to poor edge detail segmentation [39,40].

For these problems, the DAF-Net++ model is proposed in this paper. The model, based
on the U-Net, of which VGG16 is the backbone network, combines dense jump links with
two attention mechanisms (CBAM, DCAM) to improve the utilization of global information.
The relative weights of features are changed according to the annual ring objective to
improve the segmentation effect of the model on details. The introduction of DCAM
improves the utilization of global information. CBAM solves the problem of semantic
information loss in the downsampling process. Replacing the original encoding path of
U-Net with VGG16 can improve the feature extraction effect of the model. The DAF-Net++
model is shown in Figure 5. Xi,j is the feature extraction module, and the specific structure
is shown in Figure 6. The feature extraction module includes n times 3 × 3 convolution
operations and one ReLU activation. n = 2 when i ∈ (2, 3, 4) and j = 1, and n = 3 in other
cases. CBAM is added after the first feature extraction module in each layer.

Firstly, the original image input to the network model is encoded by the feature
extraction module, and the encoding process includes five downsamplings.The feature
maps obtained after each downsampling are input into CBAM for feature enhancement,
and then input to the next feature extraction module. Each feature extraction module is
linked by nested dense jump links. The input of the feature extraction module consists
of two parts, one is the output of the CBAM or feature extraction module of the same
layer, and the other one is the result of the upsampling of the corresponding module from
the next layer. Therefore, each feature extraction module is fused with the features of the
foregoing layers. The iterating stops if there is no upsampling output from the next layer.
The iterative formula is shown in Equation (1).

Xi,j =


C(Xi,j) ,
C([CBAMi, U(CBAM(i + 1))]) ,
C([CBAMi, [Xi,m]

j−1
m=2, U(Xi+1,j−1)]) ,

j = 1
j = 2
j > 2

(1)

C(•) denotes feature extraction, CBAMi is the CBAM output of the i-th layer, [•] means
the splicing of feature maps, and U(•) means upsampling.
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When the dense jump is linked to the feature extraction module at the end of this layer,
the output of DCAM is input into the feature extraction module at the end of the same layer
instead of the output of CBAM. The output of CBAM on the same layer and the output
at the end of the next layer are the inputs to DCAM. Taking the two-layer structure and
three-layer structure as examples, in the two-layer structure, the downsampling results of
X1,1 are input into X2,1 after being processed by CBAM1. The output of X2,1 is processed
by CBAM2 and upsampling and then input into X1,2. The output of CBAM1 and CBAM2
are jointly input into DCAM, and the output of DCAM is input into X1,2. The two-layer
structure is shown in Figure 5a. In the three-layer structure, the DCAM inputs of the first
layer are CBAM1 and X2,2, and the DCAM inputs of the second layer are CBAM2 and
CBAM3. Thus, the input of X1,3 is the output of the DCAM of layer 1 and the upsampling
result of the output of X2,2. The input of X2,2 is the output of the DCAM of layer 2 and the
upsampling result of the output of CBAM3 of layer 3. The three-layer structure is shown
in Figure 5b. In the same manner, the connection of the five-layer structure is obtained,
as shown in Figure 5c.

3.5. Focal Loss

Considering the annual rings as positive samples and the background as negative
samples, the annual rings are fine-grained. The proportion of positive samples in the
whole image is small, which leads to the imbalance of positive and negative samples in
the image. This makes the change in loss values of negative samples dominate the model
learning process, which makes the network focus less on positive samples. Therefore, in the
semantic segmentation for annual rings, the cross-entropy (CE) loss function is improved to
reduce the contribution of background loss value by introducing classification coefficients.
It propels the learning of the network model to focus on positive samples that are difficult
to classify [41]. The specific derivation process is shown in Equations (2)–(5).

CE(p, y) =
{

−log(p) , i f y= 1
−log(1− p) , otherwise

(2)

pt =

{
p , i f y = 1

1− p , otherwise
(3)

Equations (2) and (3) are organized to obtain Equation (4).

CE(p, y) = CE(pt) = −log(pt) (4)

Define Focal Loss (FL) as in Equation (5).

FL(pt) = −αt(1− pt)
γlog(pt) (5)

αt is related to the number of categories to be classified and helps to address the
imbalance of categories. pt means the probability of correct prediction, and a larger pt
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indicates that the predicted value is closer to the true value. (1− pt)γ is the adjustment
factor and γ is an adjustable focusing parameter (γ ≥ 0). The method increases the loss
contribution of hard-to-classify samples and makes the network learning more targeted.
Several pre-experiments were conducted for FL with different parameters for wood annual
rings. The final effect of the model was best only when αt = 0.5 and γ = 2. The change in
loss values caused by the change in pt from 0.01 to 1 was recorded, as shown in Figure 7.

Figure 7. Change of loss value obtained by different loss function.

4. Experimental Preparation
4.1. Data Processing

The experimental material was Chinese fir taken from the eaves purlin of Wu’s home
in Fengqi, Ningde, Fujian Province. A Medical CT was applied to acquire transverse
sectional images of wood. The X-ray source voltage was set to 120 kV, the current was
set to 30 mA, the data acquisition spacing was 0.6 mm, and the layer thickness was
0.4 mm. The inspection process was shown in Figure 8. Firstly, the object was placed
on the inspection bed of the CT equipment, then it was slowly slid into the inspection
hole with the bed. After that, the X-ray emitter and receiver rotated around the object
to capture the X-ray energy passing through the object. The energy was converted into
digital information in the CT equipment, and finally 1700 transverse section images by
reconstruction algorithm were obtained. The image size was 512 px × 512 px, and the
bitmap depth was 32, because there was a large black background in the original CT image,
and the pixels in this background were useless information. Therefore, the image size
was converted to 200 px × 170 px after removing the black background, and the bitmap
depth was 24. The Labelme program was used to mark annual rings and output images.
The pixel gray value of the annual rings was set as 1 and the background pixel gray value
was 0. A total of 100 images were randomly selected as the training set. The remaining 20
were used as the test set to evaluate the performance of the model. The training set images
as well as the corresponding labeled images were expanded by three 90° rotations, with
vertical and horizontal mirroring. The final number of images was increased to 1000 for
data enhancement purposes.
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Figure 8. Data are collected through CT equipment.

4.2. Training Hyper Parameters

The hardware configuration of the computer used in this experiment was as follows:
Intel(R) Xeon(R) Gold 6136 CPU @ 3.00 GHz 2.99 GHz, 192 GB of RAM, and NVIDIA
GeForce RTX 3090 GPU to accelerate the network training. The software configuration was
as follows: the computer operating system was Windows 10 Professional, and the network
was built by the Python language and the PyTorch dynamic development framework,
the versions were Python 3.7 and CUDA 10.1. VGG16’s initialized pre-training weights
were used for training. To fine-tune the weights, 50 rounds of freeze training were con-
ducted initially with the learning rate of 0.0001. To modify the weights, 170 rounds of thaw
training were performed with the learning rate of 0.00001. StepLR was the learning rate up-
date strategy for both training methods, and Adam was chosen as optimizer. The training
hyper parameters presented in this paper were the best found solution generated from a
series of pre-experiments.

4.3. Comprehensive Evaluation Index

The target of this paper is only annual rings; therefore, k = 1 denotes the total number
of pixels that actually belong to class i but are predicted to be class j. pii denotes true
positives, pij denotes false positives, and pji denotes false negatives.

The pixel accuracy (PA) is the ratio of the number of correctly classified pixel points to
the total number of pixel points. This index reflects the accuracy of segmentation at the
pixel level. The closer its value is to 1, the better the segmentation performance, and the
formula is as in Equation (6).

PA =
∑k

i=0 pii

∑k
i=0 ∑k

j=0 pij
(6)

The mean pixel accuracy (MPA) is the average of the ratio of correctly classified
pixel points in each class to the total number of pixel points in that class. This index can
reflect the average segmentation performance of the model when facing different targets.
The closer its value is to 1, the better the segmentation performance, and the formula is as
in Equation (7).

MPA =
1

k + 1 ∑k
i=0

pii

∑k
j=0 pij

(7)
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Recall is the percentage of positive samples with correct predictions to all samples
with correct predictions. This index can reflect the degree of targeting of the model to the
segmented object. The closer its value is to 1, the better the segmentation performance,
and the formula is as in Equation (8).

Recall =
∑k

i=0 pii

∑k
i=0 pii + ∑k

j=0 pjj
(8)

The Mean Intersection over Union (MIoU) is obtained by averaging the Intersection
over Union (IoU) of each category. This index perfectly reflects the integrity of the segmen-
tation area and the accuracy of the segmentation position. The formula is as in Equation (9).

MIoU =
1

k + 1 ∑k
i=0

pii

∑k
j=0 pij + ∑k

j=0 pji − pii
(9)

5. Results and Discussion

The DAF-Net++ model is generated by improving the U-Net with VGG16 as the
backbone network, which can solve many segmentation problems of annual rings, such
as fine shapes and many disturbances. The model uses a combination of DCAM, CBAM,
and dense jump links and introduces the Focal Loss calculation method at the back-end
of the network. A significant amount of information was recorded during the model
improvement process, including training loss, comprehensive evaluation index, training
time, and prediction time. DAF-Net++ was compared with different improved models
as well as the classical semantic segmentation model. The different improvements of the
models are shown in Table 3.

5.1. Training Results

The loss value represents the difference between the predicted value and the true
value. The loss value is inversely proportional to the segmentation performance of the
objective, which means that the smaller the loss value is, the better the segmentation
performance of the model on the objective appears. Focal Loss is introduced on the basis of
the U-Net model whose backbone network is VGG16 to form U-Net-F. Dense jump links
are introduced to U-Net-F to form U-Net-FS. After that, DCAM is added to let the deep
features provide weighting guidance for the shallow features, and U-Net-FSD is formed.
Finally, DAF-Net++ is generated by adding CBAM to U-Net-FSD for the purpose of feature
enhancement of the downsampling results. The effect of different methods on the loss
values was explored by experimenting with the models in Table 3. The U-Net to U-Net-FSD
training loss values converged to 0.1725, 0.094, 0.0849, and 0.0751, and the validation loss
values converged to 0.1673, 0.0922, 0.0826, and 0.0748. The DAF-Net++ training loss value
and validation loss value, respectively, converged to 0.0589 and 0.0624. The trends of the
training loss values as well as the validation loss values of different improved models
during the training process are shown in Figures 9 and 10. From the trend of loss value, it
can be seen that the loss values of DAF-Net++ decrease rapidly in the first 50 iterations,
and tend to be steady and converge gradually after 100 iterations. Compared with the
U-Net model, the convergence rate of DAF-Net++ is steadier and the loss values are smaller
after convergence, which indicates that the model has the best segmentation effect.
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Figure 9. Change in training loss value.

Figure 10. Change in validation loss value.

5.2. Segmentation Results

The effects of different modules on the U-Net model were recorded. MIoU, MPA,
PA, and Recall were used as comprehensive evaluation indices of the network model,
and larger values indicated better model prediction. Compared with the U-Net model,
whose backbone network is VGG16, the MIoU of DAF-Net++ increased by 3.62%, the MPA
by 2.44%, the PA by 1.61% and the Recall by 2.44%. The results show that DAF-Net++
is more suitable for the segmentation of annual rings. The results of the comprehensive
evaluation indices of the experiment are shown in Table 4.

Among the four comprehensive evaluation indices mentioned above, MIoU reflects the
integrity of the segmentation area and the accuracy of the segmentation position. Therefore,
it is used as the final evaluation index. Experiments are performed on 20 images from
the test set with different improved U-Net models. The MIoU is compared individually,
as shown in Figure 11. It is found that DAF-Net++ obtains the highest MIoU and has the
best annual rings segmentation effect.

Comparing the labeled images and the segmented images of annual rings under
different models, the results are shown in Figure 12. The results show that DAF-Net++
can effectively segment the densely arranged annual rings, and produces no mixed annual
rings at the node edges. It has good recovery ability for the broken condition of annual
rings. In addition, it can accurately segment the rings in the interstices of wormholes and
reproduce the morphology of rings under the interference of wormhole defects. This fully
illustrates that the introduction of the attention mechanism, dense jump links, and Focal
Loss is very effective in improving the model segmentation ability.
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Figure 11. MIoU of different improved models on test set images.

Figure 12. Visualization comparison of prediction images with wormholes.

Deep learning methods are closely related to experimental equipment. In general,
the more complex the model is, the more demanding the experimental equipment needs.
This leads to a larger final file weight, and takes more time for prediction. At present,
the real-time performance of deep learning methods is an important indicator for solving
practical production problems. The semantic segmentation task for the annual rings does
not require high prediction speed. However, its prediction time, training time, and the
number of weight file parameters are also factors greatly concerning scholars. The relevant
data of model improvement are given in Table 5.
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Table 3. Improvement methods of the model.

DCAM CDAM Focall Loss Skip Connections

U-Net - - - -
U-Net-F - -

√
-

U-Net-FS - -
√ √

U-Net-FSD
√

-
√ √

DAF-Net++
√ √ √ √

As can be seen from Table 5, the introduction of Focal Loss does not increase the
complexity of the model. It can improve the segmentation accuracy and optimize the
prediction effect. The addition of dense jump links and attention mechanisms leads to
larger model sizes and longer training and prediction time. Due to the combination of
dense jump links with CBAM and DCAM, it increases the semantic information contained
in the feature maps, enlarges the perceptual field, and improves the segmentation accuracy
of the model. It also inevitably increases the computation requirement and time cost.

5.3. Algorithm Comparison
5.3.1. Comparison of Classical Algorithms

The loss values converged after 170 training sessions through DAF-Net++, and the
model weights that performed best in training were used for segmentation experiments on
20 wood CT images. The results are compared with the best-performing model weights
in training of current representative semantic segmentation models, including U-Net, U-
Net++, HRNet [42], PSPNet [43], and DeepLabv3+ [44]. Comprehensive evaluation indices
were recorded. MIoU is used to compare the model segmentation performance, which
can reflect the integrity of the segmentation region and the accuracy of the segmentation
position. Comparing with the MIoU of classical models, DAF-Net++ outperforms the
current classical semantic segmentation models. The comprehensive evaluation indices are
shown in Table 6.

Table 4. Comprehensive evaluation indices of the models.

MIoU (%) MPA (%) PA (%) Recall (%)

DAF-Net++ 93.67 96.76 96.63 96.76
U-Net-FSD 92.32 96.06 95.85 96.06
U-Net-FS 91.76 95.66 95.52 95.66
U-Net-F 91.23 95.35 95.34 95.35
U-Net 90.05 94.32 95.02 94.32

Cracks are the most common disturbance in wood CT images, which often work
together with worm holes and knots to affect the segmentation effect. In this paper, we use
the segmentation model in Table 6 to make comparative experiments for both cases of cracks
and knots or cracks and wormholes. The CT images with knots interference were selected
for prediction, and the results were visualized, as shown in Figure 13. The comparison
shows that DAF-Net++ has the best segmentation effect at the knots, and the annual rings at
the edges of the knots are rather clearly segmented and have no overlap. The whole outline
of the annual rings segmented by PSPNet was blurred, HRNet segmented inaccurately
in the dense area of the annual rings as well as in the node parts, DeepLabv3+ could not
guarantee the integrity of the annual rings around the knots, while U-Net and U-Net++
produced overlaps of annual rings at the edges of knots.
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Figure 13. Visualization comparison of prediction images with knots.

The CT images with wormhole interference were selected for prediction, and the
results were visualized, as shown in Figure 14. The cracks together with wormholes are
disturbances that negatively affect the morphology of the annual rings around. When the
wormholes are independent of and unconnected to each other, the worst segmentation
is achieved by PSPNet. It only recognizes the faint outline of the annual rings. When
the annual rings are between the individual wormholes, HRNet has a poor segmentation
effect on the annual rings, producing broken annual rings. DeepLabv3+ was unable to
segment the annual rings around the wormholes, indicating that the wormholes had a
negative effect on the segmentation of the annual rings. The disadvantage of U-Net and
U-Net++ is that they are unable to accurately segment the pixels of annual rings’ details.
For large-scale defects such as multiple connected wormholes, the classical segmentation
models provide poor segmentation. Large blanks appear in the predicted images. Ignoring
pixels between dense defects leads to inaccurate segmentation of the annual rings near the
defects. In contrast, DAF-Net++ segmentation works best against wormholes interference,
and can effectively overcome many types of wormhole interference.

Figure 14. Visualization comparison of prediction images with wormholes.

Six models were used to segment the annual rings of CT images that contained defects
such as cracks, knots, and wormhole interference. The predicted images are summarized
in Figure 15. Under various kinds of interference, the segmentation effects of different
models are compared, and it can be concluded that PSPNet cannot accurately segment
the annual rings under common interference. HRNet cannot recognize the annual rings
at the edge of the knots, and a large blank appears in the predicted image when there are
connected wormhole defects. With DeepLabv3+ it is easy to ignore the detailed pixels
around wormhole defects at the pith of wood. U-Net and U-Net++ are not accurate enough
for the segmentation of dense annual rings. In contrast, DAF-Net++ always has the best
segmentation under various common interferences. It has apparent advantages in the
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reconstruction of the details and the morphology of annual rings. Meanwhile the PA, MPA,
MIoU, and Recall of DAF-Net++ are better than the five classical semantic segmentation
models. The above results show that DAF-Net++ is more suitable for difficult wood
samples to segment for annual rings, and can effectively resist the interference of defects in
wood images.

Figure 15. Predicted images by different models.

5.3.2. Comparison of the Latest Algorithms

To verify the superiority and novelty, the DAF-Net++ model was compared with the
latest models of related researchers. The results show that the MIoU, MPA, PA, and Recall
of the DAF-Net++ model are better than other models, as shown in Table 7. The comparison
shows that the DAF-Net++ model has outstanding advantages over the latest segmentation
models for segmentation of wood annual rings.
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Table 5. Network time parameters.

Training Time (s) Predict Time (s/pic) Size of Model (KB)

DAF-Net++ 55,934.11 1.971 197,394
U-Net-FSD 53,426.21 1.083 196,788
U-Net-FS 16,638.40 1.463 97,252
U-Net-F 16,365.00 0.487 97,247
U-Net 16,638.60 0.488 97,247

Table 6. Comparison of prediction results of different models.

Model MIoU (%) MPA (%) PA (%) Recall (%)

DAF-Net++ 93.67 96.76 96.63 96.76
U-Net++ 92.63 96.1 96.14 96.1

U-Net 90.05 94.32 95.02 94.32
DeepLabv3+ 86.89 93.73 91.99 93.73

HRNet 86.65 92.96 92.4 92.86
PSPNet 54.67 66.5 69.06 66.5

Table 7. Comparison of prediction results of latest models.

Method MIoU (%) MPA (%) PA (%) Recall (%) Year

DAF-Net++ 93.67 96.76 96.63 96.76 2023
Gargari et al. [45] 92.63 96.10 96.14 96.10 2022
Qin et al. [46] 91.32 94.55 96.29 94.55 2022
Wang et al. [47] 90.05 94.32 95.02 94.32 2021
Liu et al. [32] 88.63 94.67 93.08 94.67 2023
Ning et al. [31] 86.88 92.87 92.74 92.87 2023
Zhang et al. [40] 78.97 88.91 86.82 88.91 2022

6. Conclusions

For the wood annual rings, this paper proposes the DAF-Net++ model on the basis
of improvement of the U-Net model. This model processes the deep and shallow feature
maps with different attention mechanisms, respectively. DCAM uses deep semantic infor-
mation for weighting guidance of shallow feature maps, and CBAM solves the problem of
losing semantic information in downsampling. Deep and shallow features are fused by
dense jump links to improve the gradient disappearance as well as the gradient explosion
problem and to reduce the semantic divide. Obtaining more semantic information by
increasing the number of channels in the feature maps allows the network to focus more
on difficult classification objectives such as the annual rings during the training process.
The feature maps of the CT images of each wood transverse section incorporate more
semantic information and expand the sensory field. Therefore, the segmentation accuracy
and optimization of the segmentation effect on annual rings mixed with cracks, knots, and
the pith position of the wood are improved. The segmentation effect of DAF-Net++ is
further enhanced by the introduction of Focal Loss at the back end of the network. The pro-
posed DAF-Net++ model has 93.67% MIoU, 96.76% MPA, 96.63% Precision, and 96.76%
Recall, and has better segmentation results compared with classical semantic segmentation
models such as U-Net, U-Net++, DeepLabv3+, etc. However, it is very difficult to establish
datasets and labels. On the one hand, wood samples with internal cracks, knots, and holes
are needed to obtain transverse sectional images. On the other hand, to extract the annual
rings from the complex background by image processing software is a huge workload.
This led to an adequate experiment in this study only for fir trees. The DAF-Net++ model
is fully applicable to a wide range of woods in terms of theoretical analysis. However,
the experimental validation has not yet been performed because it is very difficult to obtain
other wood species that meet the experimental conditions. The species diversity will be
gradually enriched in future studies. In addition, the method increases the computation
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while increasing the semantic information, so it still needs to be improved in optimizing
the training time. For example, updating hardware devices or making improvements in
model structure. Chen Bing et al. [48] used the shallow ResNet-18 (Residual Network
with 18 layers) network to replace the original deep backbone network of DeepLabv3+
to improve the segmentation speed. Zhu Lixue et al. [49] improved the model structure
based on multi-scale serial dilated convolution to reduce the model computation. These
studies provide inspiration for the team’s future research, which is of course a long process
of exploration.
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