

  electronics-12-02942




electronics-12-02942







Electronics 2023, 12(13), 2942; doi:10.3390/electronics12132942




Article



Linguistic Features and Bi-LSTM for Identification of Fake News



Attar Ahmed Ali 1, Shahzad Latif 1, Sajjad A. Ghauri 2, Oh-Young Song 3,*[image: Orcid], Aaqif Afzaal Abbasi 4 and Arif Jamal Malik 4





1



Computer Science Department, Shaheed Zulfikar Ali Bhutto Institute of Science and Technology, Islamabad 44000, Pakistan






2



School of Engineering & Applied Sciences, ISRA University, Islamabad 44000, Pakistan






3



Software Department, Sejong University, Seoul 05006, Republic of Korea






4



Department of Software Engineering, Foundation University Islamabad, Islamabad 44000, Pakistan









*



Correspondence: oysong@sejong.edu







Academic Editor: Dhanamjayulu Chittathuru



Received: 30 April 2023 / Revised: 21 June 2023 / Accepted: 26 June 2023 / Published: 4 July 2023



Abstract

:

With the spread of Internet technologies, the use of social media has increased exponentially. Although social media has many benefits, it has become the primary source of disinformation or fake news. The spread of fake news is creating many societal and economic issues. It has become very critical to develop an effective method to detect fake news so that it can be stopped, removed or flagged before spreading. To address the challenge of accurately detecting fake news, this paper proposes a solution called Statistical Word Embedding over Linguistic Features via Deep Learning (SWELDL Fake), which utilizes deep learning techniques to improve accuracy. The proposed model implements a statistical method called “principal component analysis” (PCA) on fake news textual representations to identify significant features that can help identify fake news. In addition, word embedding is employed to comprehend linguistic features and Bidirectional Long Short-Term Memory (Bi-LSTM) is utilized to classify news as true or fake. We used a benchmark dataset called SWELDL Fake to validate our proposed model, which has about 72,000 news articles collected from different benchmark datasets. Our model achieved a classification accuracy of 98.52% on fake news, surpassing the performance of state-of-the-art deep learning and machine learning models.
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1. Introduction


Social media usage has increased significantly, with more than   2.7   billion active Facebook users worldwide [1]. Individuals are more likely to read the news on social networking sites than in electronic media. News broadcasts are straightforward on social media for a larger audience. Moreover, social media has fewer censorship requirements for broadcasting news on their sites. On the other hand, these social media features also cause the spread of fake news that is propagated intentionally and has verifiable fake information among Internet users. Studies show fake news spreads significantly faster and farther to a broader audience than accurate news [2].



There have been various kinds of fake news, such as rumors and clickbait, with shocking news stories meant to create controversy and boost ad revenue. In addition, there is propaganda, with deliberately misleading or deceptive articles designed to advance the writer’s agenda. According to a survey [3], three out of five U.S. citizens think fake news hurts financial decision-making. For example, a fake news story that stated that President Obama was injured due to a bomb blast at the White House caused a massive fall of 140 points in the stock market within 6 min, causing a loss of USD   136.5   billion in the S&P 500 market cap [4]. The authors suggested a theoretically driven framework for diagnosing fake news while conducting experiments on two analyses of large datasets.



A statistical study states that 23% of American citizens admitted that they had been a victim of fake news stories and have shared it on their social media profiles [5]. Another survey conducted in 2017 shows that 67% of American citizens read news on social sites [5]. The fast spread of fake news in real time has made it increasingly challenging to identify fake news promptly. People are already taking steps to combat fake news and online fact-checking sites. These sites use experts to manually check suspected fake news by judging them based on their experience to identify the truthfulness of the news story [4].



In recent years, machine learning (ML) methods for identification, classification and application in numerous disciplines have been overgrown [6,7,8]. Recurrent neural networks identify fake news by classifying the sequence of social media communications linked to news stories [9]. The findings and detection time were enhanced by combining dimensionality reduction (DR) and deep learning (DL) approaches. The accuracy of word embedding over linguistic features is improving and the drawbacks of biased classification are diminishing.



To address this problem, the proposed model will utilize a combination of techniques. First, a statistical method, Principal Component Analysis (PCA), will be used on textual representations of fake news to identify essential features. Then, word embedding will be employed to understand linguistic features and Bi-LSTM for news classification.



1.1. Contribution of the Article


This research introduces novel techniques, such as statistical word embedding, deep learning and PCA, to enhance fake news accuracy. The method proposed is then evaluated against existing techniques to provide a comparative analysis of its performance. The following are the research contributions:




	
Statistical Word Embedding over Linguistic Features via Deep Learning (SWELDL Fake): The proposed model utilizes statistical word embedding techniques combined with deep learning to enhance the classification accuracy of fake news. This method proposes that linguistic characteristics be utilized to generate word embeddings, which are then integrated into a deep learning architecture to improve the classification model’s performance.



	
The proposed model incorporates principal component analysis on the textual representations of fake news. PCA is a dimensionality-reduction technique that identifies the data’s most significant features or components.



	
The proposed method is evaluated and compared with existing state-of-the-art techniques in fake news detection. By conducting such comparisons, the research aims to demonstrate the effectiveness and superiority of the proposed model in terms of classification accuracy.









1.2. Organization of the Article


The article is structured in a logical and organized manner. Section 2 provides an overview of existing work on fake news detection. This section explores different machine learning algorithms that have been utilized, along with their associated features. By discussing these algorithms and features, the article establishes a foundation for the proposed framework of fake news detection. In Section 3, the focus shifts to the comprehensive presentation of the proposed framework. The subsequent section, Section 4, showcases the simulation results and conducts a comparative analysis to evaluate the framework’s performance. The comparison likely includes quantitative measures, performance metrics and insights derived from the simulations. Section 5 summarizes the main findings and conclusions drawn from the research and outlines potential future directions for research and improvements in fake news detection.





2. Related Work


In [10], the performance of twenty-three supervised machine learning models was evaluated; their results found that the decision tree outperformed the rest with a significant limitation of the requirement of a large dataset. Gradient boosting, multinomial Naive Bayes, Decision Tree (DT), Logistic Regression, Random Forest (RF) and linear support vector machine (SVM) were evaluated in [11] for identifying fake news on the bases of text features from news articles.



Frequency–inverse document frequency and probabilistic context-free grammar features classify reliable news sources discussed in [12]. After labeling, they trained different models, namely SVM, stochastic gradient boosting (SGD), DT and RF, on additional pre-processed data. SVM with kernel RBF, K-NN, RF, Naive Bayes and XGBoost are the classifiers utilized to analyze discriminative features from diverse news sources and content in [13].



The ML method for identifying fake news was proposed using features extracted from news and social media content with low accuracy compared to baseline algorithms [14]. The authors in [15] presented a model that uses combined paralinguistic features, TF-IDF, text features, sentiment-related features and different types of five machine learning algorithms to identify fake news. To detect fake news in different languages, researchers in [16] proposed a model using trained KNN, RF, NB and SVM on five datasets comprising three other languages.



In [17], the authors proposed a method based on sentiment analysis textual data and user data containing user profile characteristics such as user gender, age, follower count and amount of replies per post. The model proposed in [18] classified fake news using the credibility of a user by different feature sets, i.e., text features (number of words, question marks and characters per word), user features (account verification status, follower count, tweets and creation date of account) and message-based features (root node, propagation path length).



An image caption-based strategy was proposed to improve the model’s capacity to extract semantic information from pictures [19]. To bridge the semantic gap between language and ideas, authors first add picture description information into the text. Furthermore, they combine global and object information from the photos into the final representation to maximize image usage and improve the semantic interaction between images and text.



Some systems successfully categorize news stories as authentic or fraudulent using document embeddings. Machine learning and natural language processing approaches are crucial for practical tools to identify fake news. In [20], various architectures for binary or multi-labeled classification-based fake news detection are discussed.



As indicated [21], social scientists may analyze false news to determine its precise components using an efficient method incorporating NLP and latent semantic analysis (LSA) utilizing singular value decomposition (SVD) techniques. The writers also investigate the distinctions between authentic and fraudulent news. The effectiveness was demonstrated using a real-world situation from the 2016 U.S. presidential election campaign.



In [22], scientometric research using 569 documents from the Scopus database (2012–2022) was used. Authorship, collaboration patterns, bibliographic coupling and productivity patterns are all essential aspects to examine in general research trends.



A Multilayer Perceptron was implemented to classify fake news over the joint declaration. To stop the spread of misinformation, the authors offer an automated system for identifying fake news in [23]. The obtained data are combined using a multimodal factorized bilinear pooling to increase their correlation and provide a more precise shared representation.



Table 1 presents the strength and limitations of related papers used for fake news detection. This comparative analysis will make it easy to analyze and understand past developments.




3. Proposed Model


SWELDL Fake utilizes the linguistic features extracted from the dataset and then uses different embedding techniques over our linguistic features to classify fake news, as shown in Figure 1. We employed count vectorization and term frequency-inverse document frequency (TF-IDF) techniques to process and analyze textual data. Using count vectorization, we converted the text into a numerical representation, capturing the frequency of occurrence of each word in the document. The technique helps in building a feature matrix that can be used for training machine learning models. Additionally, the TF-IDF method is used, which considers both the term frequency (TF) and the inverse document frequency (IDF) to assign weights to each word in the corpus. By incorporating TF-IDF, we emphasized the significance of enticing and informative terms while downplaying commonly occurring words. These techniques provide a foundation for further analysis and model training to extract meaningful insights from the text. Table 2 shows all the abbreviations used in the research article.



3.1. Pre-Processing


Pre-processing is crucial in detecting fake news, ensuring data are cleaned by removing repeated words, stop words, URLs, memorable characters and non-ASCII English characters. Techniques like tokenization divide the content into smaller units such as words or symbols, removing punctuation marks. Stop word removal improves the precision of the results by eliminating non-essential words. These pre-processing steps enhance the model’s accuracy and performance in identifying fake news.




3.2. Principal Component Analysis (PCA)


Once the data are preprocessed, a dimension-reduction technique, namely principal component analysis (PCA), is applied to reduce the number of features further. PCA effectively reduces the dimensionality of the data with only a minor trade-off in accuracy. The first step is data normalization and after that the data-scaling process, i.e., the computation of the covariance matrix, which identifies the correlated features. Eigenvalues and eigenvectors are computed from the covariance matrix to determine principal components. The eigenvector with a high eigenvalue is considered the first principal component containing the maximum helpful information. All the components are sorted in descending order based on their eigenvalue. Equation (1) is used for data standardization, where A is the variable value,   A ¯   is the mean and  δ  is the standard deviation.


   S t  =   A −  A ¯   δ   



(1)







Equation (2) is used to find the covariance matrix, where   x ¯   and   y ¯   denote the mean of X and Y, respectively. n is the number of data points.


  C O V =   ∑  ( X −  x ¯  )   ( Y −  y ¯  )    n − 1    



(2)








3.3. Embedding Layers


Pre-trained word embedding such as Glove and Word2Vec enhances classification accuracy and precision in fake news identification by capturing semantic relationships in large datasets. These embeddings utilize statistical approaches to analyze and represent word meanings, improving the understanding of word representations and their contextual significance. In this paper, we used Word2Vec embedding because its results were better than Glove. Our proposed model focuses solely on utilizing text features without considering additional factors such as time stamping or propagation features.




3.4. Bidirectional Long Short-Term Memory (LSTM)


The term “Long Short-Term Memory” (LSTM) refers to the specific architecture of the recurrent neural network (RNN) designed to address the problem of capturing long-term dependencies in sequential data. The name highlights the LSTM’s ability to retain important information over extended periods while also selectively discarding irrelevant information in the short term. LSTM can be utilized for fake news detection by treating it as a binary classification problem, where the goal is to classify a given news article as either fake or genuine.



LSTM regulates memory blocks, which are repeated hidden layers in a particular unit. Within the memory cells, self-connections occur. Every memory cell in the LSTM includes numerous memory gates, including input, output and forget gates. The LSTM cell is the buried layer of Long Short-Term Memory. By explaining each memory cell, LSTM may manipulate long-term dependencies. The LSTM cell’s architecture is shown below in Figure 2.



A Bidirectional Long Short-Term Memory (Bi-LSTM) model is a type of recurrent neural network (RNN) architecture that is commonly used for sequential data processing, including tasks such as natural language processing (NLP). The Bi-LSTM model extends the traditional LSTM model by considering information from both past and future time steps in the input sequence. In a Bi-LSTM, the input sequence is processed in two directions: forward and backward. This means the input sequence is fed into two separate LSTM networks: one processing the sequence in the original order (forward LSTM) and the other processing the reverse order (backward LSTM). The forward and backward LSTMs outputs are then concatenated at each time step.



The Bi-LSTM gates and state equations are represented as:




	
Cell State:


   c t  =  f t  ∗  c  t − 1   +  i t  ∗ t a n h  (  W c   x t  +  W  c h    h  t − 1   +  b c  )   



(3)







	
Input Gate:


   i t  = σ  (  W  i x    x t  +  W  i h    h  t − 1   +  b i  )   



(4)







	
Output Gate:


   O t  = σ  (  W  o x    x t  +  W  o h    h  t − 1   +  b o  )   



(5)







	
Hidden State:


   h t  =  o t  ∗ t a n h  (  c t  )   



(6)







	
Forgot Gate:


   f t  = σ  (  W  f x    x t  +  W  f h    h  t − 1   +  b f  )   



(7)












The Bi-LSTM architecture has shown promising results in various NLP tasks, including sentiment analysis, named entity recognition and machine translation. The mathematical model of a Bi-LSTM involves the equations for both the forward and backward LSTMs and the concatenation of their outputs. The backward LSTM equations are defined similarly but with different weight matrices and bias terms. The outcomes of the forward and backward LSTMs at each time step are concatenated to obtain the final result of the Bi-LSTM model. The model parameters (weights and biases) are learned through the training process using techniques such as backpropagation through time (BPTT) and gradient descent. Its ability to capture information from both past and future contexts makes it suitable for tasks where the surrounding context is essential for understanding the input sequence.



Bi-LSTM cells feature numerous layers for each iteration T, including an input layer   X t  , an output layer   h t   and a hidden layer   h  t − 1   . Every cell shares some states with other cells during training or parameter updates as shown in Figure 3.




3.5. Evaluation Metrics


The commonly used performance metrics for evaluating classification models include accuracy, precision, recall (sensitivity), and F-score. The accuracy is the proportion of correctly predicted instances (both true positives and negatives) to the total number of instances in the dataset as depicted in Equation (8).


  A c c u r a c y =    t p  +  t n     t p  +  t n  +  f p  +  f n     



(8)




where   t p   and   t n   are the true positive and true negative, respectively. The false positive and negative are   f p   and   f n  . Accuracy providing an overall measure of how well the model predicts the correct class labels. However, it may not be the most suitable metric for imbalanced datasets where the classes have significantly different frequencies.



Precision is defined as the proportion of accurately predicted positive instances to the total number of positive instances anticipated and expressed as:


  P r e c i s i o n =   t p    t p  +  f p     



(9)







Precision focuses on the quality of positive predictions and indicates how often the model is correct when it predicts a favorable instance. A high precision value indicates a low rate of false positives. Recall measures the proportion of correctly predicted positive instances (true positives) to the total number of actual positive instances (true positives and false negatives). It is calculated in Equation (10):


  R e c a l l =   t p    t p  +  f n     



(10)







Recall quantifies the model’s ability to identify positive instances correctly. A high recall value indicates a low rate of false negatives. The F-score (also called F1-score) is a weighted harmonic mean of precision and recall. It provides a balanced measure of precision and recall. The F-score is calculated as follows in Equation (11):


  F - S c o r e =   2 × P r e c i s i o n × R e c a l l   P r e c i s i o n + R e c a l l    



(11)







F-score combines precision and recalls into a single metric, giving equal importance to both. It is useful when there is a trade-off between precision and recall and you want to consider both aspects simultaneously.





4. Simulation Results and Discussion


In this section, the performance of various machine learning methods and our proposed approach is tested for the Fake News dataset. The major goal of this research is to verify our suggested model’s validity and to describe how it works in detail. The dataset split for the training and testing/validation is 75% and 25%, respectively.



4.1. Dataset Description


The SWELDL Fake dataset is chosen to validate our proposed model because it is the most variable dataset, a composite of several benchmark datasets, including Kaggle, McIntire, Reuters and BuzzFeed Political. It has 72,134 news stories, 35,028 of which are true and 37,106 fake, as shown in Table 3. A comparison of SWELDL Fake linguistic characteristics with other sophisticated, cutting-edge 215 datasets is shown in Table 4.



The various datasets containing Real and Fake news are shown in Table 3. The SWELDL Fake dataset contains 35,028 real news and 37,106 fake news items.



The following language characteristics make up the open dataset:




	
The readability index measures the text’s complexity (readability difficulties) using word length, syllable count and sentence length.



	
Emotions, actions, persona and cognition are all described by psycho-linguistic characteristics.



	
Stylistic elements describe a sentence’s style.



	
User credibility characteristics explain the information provided by users.



	
Quantity characteristics describe information in phrases.









4.2. Data Analysis


The system’s specifications are Windows 10 OS with a CPU of 3.20 GHz and 16 GHz of RAM. The proposed model comprises several pieces, each trained on an NVIDIA TITANX GPU. Figure 4 shows how the SWELDL Fake dataset is transported alongside a relatively balanced dataset of the SWELDL Fake dataset. It contains both types of news and has an almost equal amount of fake and true news, making it perfect and balanced. This balance is essential for avoiding biased classification, a significant issue in detecting fake news. Figure 5 shows the size of frequently occurring words.



In our approach, we utilized textual data for analysis, and all the features from the textual data were initially embedded using deep learning methods. The term frequency-inverse document frequency (TF-IDF) and count vectorization techniques pre-process the textual data effectively via extracting informative features from the textual data and achieving improved results, as shown in Table 5. The TF-IDF and count vectorization effectively captured essential information from the text, leading to favorable outcomes when paired with the ML method.




4.3. Evaluation of Proposed Model


The performance is assessed using the SWELDL Fake dataset, and the evaluation metrics, including accuracy, precision, recall, and F1-score, all surpass the threshold of 98% as shown in Table 6.




4.4. Machine Learning Algorithms’ Accuracy


The performance of the proposed machine algorithm on the SWELDL Fake dataset is shown in Figure 6. The highest accuracy score is 95.46 % for the logistic regression-based model. At the same time, other machine learning algorithms have low but comparable accuracy, i.e., 95.36%, 94.4%, 93.52% and 87.91% for Stochastic Descent Gradient (SDG), Random Forest (RF), Decision Tree (DT) and Multinomial Naive Bayes (MNB), respectively. MNB and NB have approximately equal accuracy for the SWELDL Fake dataset. The worst accuracy for the SWELDL Fake model is 62.22% for K-nearest neighbor (KNN) due to high-dimensional feature space, complex relationships and non-linear decision boundaries.




4.5. Deep Learning Algorithms’ Accuracy


In Figure 7, a comprehensive comparison of the performance of various deep learning algorithms is presented, specifically focusing on their performance on the SWELDL Fake dataset. Among the evaluated models, the proposed Bi-LSTM model stands out, achieving an impressive accuracy of nearly 98%. In comparison, the chi-square LSTM, RNN, LDA-RNN and NMF-RNN models demonstrate comparatively lower accuracies. This analysis clearly indicates that the Bi-LSTM model outperforms these alternative algorithms in terms of classification accuracy on the SWELDL Fake dataset.




4.6. Comparative Text Classification


In Figure 8, a detailed comparison of the SWELDL Fake model’s accuracy and F1-score with two widely used algorithms, CNN and BERT, is presented. The SWELDL Fake model demonstrates superior performance, achieving a maximum accuracy of 96.73%. In comparison, the CNN and BERT models attain accuracies of 92.48% and 93.79%, respectively. Furthermore, the SWELDL Fake model incorporates various linguistic features, including text structure, syntax, sentiment, grammar and readability evidence. This comprehensive approach contributes to its high accuracy across different aspects of fake news detection. Following the SWELDL Fake model, the BERT model performs relatively well, while the CNN model lags behind in terms of accuracy. Overall, the results suggest that the SWELDL Fake model outperforms both CNN and BERT in accurately classifying fake news. Its comprehensive feature extraction and analysis contribute to its superior performance, making it a promising approach for fake news detection.




4.7. Comparative Analysis


The comparison of the proposed method is presented in Table 7. In [37], Liu et al. examined fake news identification using the Kaggle-EXT dataset of 25,200 items without linguistic features with a maximum accuracy of 92%. In [38], Sun et al. used linguistic features to identify fake news from BuzzFeed and Politifact with an accuracy for Politifact of 87.8% and BuzzFeed accuracy of 86.4%.



In [36], Li et al. employed the unbiased dataset, consisting of 3404 articles from 2004 factual news and 1400 fake news items and achieved an accuracy of up to 95%. The model proposed in [18], with 72,000 news articles, obtained an accuracy of 96.73%.



Our proposed model is evaluated in comparison to the proposed study in [18] as it has detected fake news with higher accuracy among the recently published approaches [18,37,38]. The model proposed used linguistic features and Bi-LSTM with improved accuracy of 98.52% as compared to the SWELDL Fake model accuracy of 1.78%. The proposed accuracy is 3.4% better than the BERT and 6.35% greater than convolution neural network models.




4.8. Discussion on Results


One of the primary objectives of this study was to evaluate whether deep learning (DL) models could enhance results on datasets where machine learning (ML) models had already achieved their highest performance. The findings of the study indicate that while ML models can produce excellent results, even when combined with other ML techniques to improve accuracy further, there may be a point where the accuracy plateaus. In such cases, it is advisable to explore DL methods to overcome this bottleneck and potentially achieve higher accuracy. However, it is important to note that the proposed algorithm in this study might not yield satisfactory results on multi-class datasets, as it was not specifically designed for that purpose. Its effectiveness is more geared towards binary classification datasets, such as the ISOT dataset, as demonstrated below. Therefore, when dealing with multi-class datasets, alternative DL approaches specifically tailored for multi-class, the classification should be considered to achieve optimal results. It is essential to match the characteristics of the dataset and the problem at hand with the appropriate algorithm to ensure accurate and reliable predictions. The proposed algorithm achieved a high accuracy of around 99% on a binary classification dataset. However, when tested on the LIAR dataset, which is a multi-class dataset, the accuracy dropped to less than 70%.





5. Conclusions


The rapid growth of social media has led to the widespread dissemination of fake news, resulting in significant societal and economic consequences. To address this issue, this research paper introduces SWELDL Fake, a proposed solution that leverages deep learning techniques to detect fake news with improved accuracy. The model incorporates statistical word embedding, principal component analysis and Bi-LSTM for classification. Through experimentation on the SWELDL Fake benchmark dataset, SWELDL Fake achieves an impressive classification accuracy of 98.52%, surpassing existing models in deep learning and machine learning. This research presents a promising approach to effectively identify and combat fake news in the era of social media.



In the future, some other essential features such as user context data and social context data along with our proposed text classification model for further improvement of fake news detection, could be incorporated. Moreover, adding some social and user content data to identify fake news stories accurately may be incorporated into future work.
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Figure 1. Proposed SWELDL Fake System Model. 
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Figure 2. LSTM Model [34]. 
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Figure 3. Bi-LSTM Model [34]. 
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Figure 4. Balanced Fake and True News in the Dataset. 
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Figure 5. Size of Frequently Occurring Words in the Dataset. 
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Figure 6. Accuracy Comparison of various Machine Learning Algorithms. 
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Figure 7. Accuracy of Proposed Bi-LSTM on SWELDL Fake Dataset. 
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Figure 8. Accuracy for Various Dataset. 
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Table 1. Literature Review of Deep Learning Techniques.
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	Ref
	Methodology
	Dataset
	Limitations





	[10]
	DT, LR, RF, CNN + LSTM
	BuzzFeed, ISOT, Politics News data
	High time complexity



	[11]
	RF, MN-Naive Bayes, GB, DT, LR & SVM
	Kaggle Fakenews Dataset
	Low accuracy



	[12]
	DT, GB, SVM, RF, SGD.
	-
	Focused on pre-processing techniques.



	[24]
	CNN
	Fake news Challenge Dataset
	High time complexity



	[25]
	CNN + Bi-LSTM
	1356 news articles
	Comparatively low accuracy



	[26]
	LSTM + CNN
	58,000 tweets
	Low accuracy



	[9]
	CNN + Bi-LSTM
	Liar Dataset
	Low accuracy



	[27]
	LSTM, tah-RNN
	Twitter and Weibo micro blogs.
	Higher time complexity



	[28]
	Graph CNN
	-
	Only uses content data



	[13]
	SVM, K-NN, RF, Naive Bayes and XG-Boost
	2282 BuzzFeed news articles
	Only identified important features.



	[14]
	LR
	Real-world dataset
	Low accuracy & Small dataset



	[15]
	LR, SVM, RF, GB, Neural Networks.
	Querying google
	High computational cost.



	[16]
	Naive Bayes (NB), KNN, SVM, RF
	Btvlifestyl, FakeOrRealNews, FakeNewsData1, FakeBrCorpus, TwitterBr.
	Only use news content features.



	[29]
	CNN, LSTM, GRU, DT, RF, KNN, LR, SVM
	ISOT, KDnugget
	High computational complexity



	[30]
	CNN with SMAN attention mechanism
	Weibo dataset, Twitter dataset (Tweeter15 & Tweeter 16)
	More time complexity



	[31]
	CNN + PU learning framework
	Weibo dataset, Twitter dataset (Tweeter15 & Tweeter 16)
	Low accuracy



	[32]
	CNN
	WELFAKE dataset
	Low accuracy



	[33]
	BERT
	WELFAKE dataset
	Low accuracy



	[17]
	NB, DT, RF
	489,330 Twitter accounts
	Low accuracy



	[18]
	Model classification using a credibility
	Twitter dataset
	Low F1 score
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Table 2. Abbreviation of LSTM Equations.
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	LSTM Equation Symbols
	Symbol Description





	   f t   
	FG



	  σ  
	LS



	   o t   
	OG



	   h t   
	OL



	   h  t − 1    
	HL



	   i t   
	IG



	   c  t − 1    
	PCOS



	   c t   
	OS



	T
	NOI



	   w f   
	ESWF



	   w i   
	ISWF



	   w o   
	WF



	   s t   
	IS



	   W s   
	SWF



	   b i   
	ISIC



	  b s  ,   b o  
	SIC



	   b f   
	ICES
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Table 3. Datasets containing Real and Fake News.
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	Dataset
	Real News
	Fake News





	McIntire
	3171
	3164



	Reuters
	21,417
	23,481



	BuzzFeed Political
	53
	48



	SWELDL Fake
	35,028
	37,106
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Table 4. State-of-the-Art Comparison of Linguistic Features.
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	Linguistic Features
	Benjamin Political News [35]
	Behind the Cues [36]
	Reuters [37]
	Fake News Net [38]
	Polarization & Fake News [39]
	SWELDL Fake Dataset [40]





	Readability index
	✓
	✗
	✗
	✗
	✓
	✓



	Psycho-linguistic
	✓
	✗
	✗
	✓
	✓
	✓



	Stylistic features
	✓
	✓
	✗
	✗
	✓
	✓



	User credibility
	✗
	✓
	✗
	✓
	✗
	✗



	Quantity features
	✗
	✗
	✗
	✗
	✓
	✓
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Table 5. Features in ML & DL Techniques.
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Technique

	
Feature






	
DL Techniques

	
Word2Vec




	
Tokenize




	
BOW




	
PCA




	
ML Techniques

	
PCA




	
TF-IDF




	
Count Vectorize
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Table 6. Evaluation Metrics.
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SWELDL Fake Dataset






	
Accuracy

	
98.52%




	
Precision

	
98.63%




	
Recall

	
98.89%




	
F1-Score

	
98.75%
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Table 7. Comparative Analysis.
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	Parameter
	[37]
	[38]
	[36]
	WELFake [18]
	Proposed Model (SWELDL Fake)





	Dataset
	Kaggle
	1. Politifact

2. Buzzfeed
	1. Kaggle

2. Buzzfeed

3. Politifact

4. McIntire

5. WELFake
	1. Kaggle

2. Buzzfeed

3. Reuters

4. McIntire

5. WELFake
	1. Kaggle

2. Buzzfeed

3. Reuters

4. McIntire

5. WELFake



	Number of news article
	25,200
	1. 240

2. 182
	1. 23,340

2. 240

3. 182

4. 6310

5. 3404
	1. 20,800

2. 101

3. 44,898

4. 6335

5. 72.134
	1. 20,800

2. 101

3. 44,898

4. 6335

5. 72.134



	Linguistic features
	No
	Yes
	Yes
	Yes
	Yes



	WE
	TF-IDF
	No
	Word2Vec
	CV
	Word2Vec



	Accuracy
	92%
	87.8%
	95.0%
	96.73%
	98.52%
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