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Abstract: Byzantine-robust federated learning empowers the central server to acquire high-end global
models amidst a restrictive set of malicious clients. The general idea of existing learning methods
requires the central server to statistically analyze all local parameter (gradient or weight) updates,
and to delete suspicious ones. The drawback of these approaches is that they lack a root of trust that
would allow us to identify which local parameter updates are suspicious, which means that malicious
clients can still disrupt the global model. The machine learning community has recently proposed
a new method, FLTrust (NDSS’2021), where the server achieves robust aggregation by using a tiny,
uncontaminated dataset (denoted as the root dataset) to generate the root of trust; however, the global
model’s accuracy will significantly decline if the root dataset greatly deviates from the client’s dataset.
To address the above problems, we propose FLEST: a Federated LEarning with Synthesized Trust
method. Our method considers that trust and anomaly detection methods can complementarily solve
their respective problems; therefore, we designed a new robust aggregation rule with synthesized
trust scores (STS). Specifically, we propose the trust synthesizing mechanism, which can aggregate trust
scores (TS) and confidence scores (CS) into STS through a dynamic trust ratio γ, and we use STS as
the weight for aggregating the local parameter updates. Our experimental results demonstrated that
FLEST is capable of resisting existing attacks, even when the root dataset distribution significantly
differs from the total dataset distribution: for example, the global model trained by FLEST is 41%
more accurate than FLTrust for adaptive attacks using the mnist-0.5 dataset with the bias probability
set to 0.8.

Keywords: federated learning; Byzantine robust; synthesized trust

1. Introduction

Federated learning (FL) [1–6] is a cooperative machine learning technique that makes
use of several clients (users) and a centralized server. Each client keeps track of its own
private dataset, and only transfers its local parameter updates (gradient or weight) during
iterative processes. The central server gathers the client-provided local parameter updates,
to produce the global parameter update. FL frequently repeats the following actions. Firstly,
the central server transmits the global model and global parameter to a subset of clients.
Secondly, the clients that receive the global model use local datasets to train the model, and
transmit local parameter updates to the central server. Finally, the central server aggregates
the local parameter updates according to aggregation rules, which are used to derive the
new global parameter: for instance, the traditional FL method FedAvg [2] aggregates
clients’ local parameter updates by weighted averaging based on the size of the clients’
local dataset as the weight.

As FL is distributed, it is impossible to totally rule out the prospect of malicious clients
that not only disrespect the training requirements but also desire to alter the global model:
for example, malicious clients can use data poisoning attacks [7–11] to corrupt the local
dataset, or parameter poisoning attacks [12–16] to directly corrupt local parameters, and
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both types of attacks can lead to impaired performance of the global model. If the FL
aggregation rule cannot fight against these poisoning attacks, then the attackers will control
the global model’s performance: for example, FedAvg’s global model is easily vulnerable
to tampering by a small number of malicious clients.

The primary objective of Byzantine-robust FL [17–21] is to facilitate the central server’s
acquisition of a superior global model, despite the onslaught of vicious attacks perpetrated
by malevolent clients. In essence, "Byzantine-robust" connotes the unyielding fortitude and
resistance exhibited in the face of Byzantine attackers that seek to undermine the integrity of
the learning process. The general idea of existing state-of-the-art defense methods is that the
central server removes suspicious local parameter updates before aggregation by mathemat-
ical statistics among the clients’ local parameter updates: for example, Krum [21] exploited
L2-Norm to filter out malicious parameter updates. Unfortunately, recent studies [12] have
demonstrated that these robust FL defense mechanisms can be destroyed by poisoning
attacks, especially in the dishonest majority setting, due to the lack of a root of trust in the
currently prevalent Byzantine-robust learning methodologies. In particular, the central
server is unable to identify which local parameter updates are corrupted.

The machine learning community has recently proposed a new federated learning
method named FLTrust [22]. According to this method, the central server needs to collect a
root dataset, and the model parameter update trained from this dataset is regarded as the
root of trust; however, because the central server cannot access the client’s datasets, it is
unaware of their dispersion. In addition, in practical learning activities, client datasets are
typically not independent and identically distributed (non-IID); therefore, it is likely that
the root dataset varies from the client datasets, resulting in the severe accuracy reduction of
the global model.

Our work. To address the above problems, we propose a Byzantine-robust FL method
called FLEST. In FLEST, the server itself bootstraps both trust and anomaly detection. From
the above description, it is apparent that introducing anomaly detection methods, or only
relying on the trust bootstraps of the server itself, will create its own challenges: we believe
that these two methods can solve their problems in a complementary way; therefore, we
devised a complementary process named the trust synthesizing mechanism. The purpose
of this mechanism is to integrate the trust score (TS) and the confidence score (CS) of local
parameter updating in various proportions. The central server assigns a TS and a CS to
each local parameter update, based on the root of trust and anomaly detection, respectively.
In order to realize this mechanism, we designed a synthesized trust score (STS), which
is composed of a TS, a CS, and γ. The parameter γ controls the influence of bias in the
root of trust, which is called the dynamic trust ratio. Our proposed dynamic trust ratio
γ can be computed adaptively, based on the results of each round of TSs and CSs, thus
aggregating them into the STS according to the appropriate ratio. Therefore, during the
federation learning training process, the central server, after receiving the local parameter
updates from clients, first obtains the TS for each local parameter update based on the
root of trust, and then, using the anomaly detection method, obtains their CS. Next, the
central server uses the TS and the CS to dynamically compute the STS, by synthesizing
the trust mechanism. Finally, the server aggregates each local parameter update, using the
STS as the weight. In our experiments, we used four datasets and three different attacks to
verify the effectiveness of FLEST. And we compared FLEST to the current state-of-the-art
methods. Moreover, we analyzed the effectiveness of the dynamic trust ratio γ. Our main
contributions can be summarized as follows:

• New federated learning method FLEST. The proposed FLEST bootstraps both trust and
anomaly detection, in order to be resilient against Byzantine attackers;

• Initial method to tolerate biases at the root of trust. Experiments show that FLEST works
well, even when the root dataset acquired by the central server is distributed differently
from the distribution of clients’ local datasets: for example, when the bias probability
of mnist-0.5 was 0.8, the testing accuracy of FLEST under Trim attacks was 0.94, which
was only 0.01 lower than that when the bias probability was 0.1;
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• FLEST can effectively defend against existing attacks. We evaluated FLEST using existing
attacks. Our experimental results showed that FLEST can effectively defend against
existing attacks while training a high-performance global model: for example, the
testing accuracy of FLEST under LF attack was the same as that of FedAvg under no
attacks on mnist-0.1, both of which were 0.97; on fashion-mnist, the testing accuracy
of FLEST under Trim attack was best; on cifar-10, the testing accuracy of FLEST under
adaptive attack was best.

2. Background and Related Work

The FL system is highly vulnerable to poisoning attacks from malicious clients, which
can take various forms, including Label Flipping attack and Trim attack [12,23]. In order
to address this critical issue, numerous studies [24–27] have proposed diverse FL defense
methods that aim to prevent these types of attacks. It is worth noting that different FL
methods essentially utilize different aggregation rules; therefore, we explored the popular
aggregation rules and the poisoning attacks in detail, with the aim of developing more
efficient and effective defense mechanisms to bolster the security of the FL system.

2.1. Aggregation Rules

In the following, we present and discuss some of the currently popular aggregation rules.

FedAvg. FedAvg [2] adopts FedAverage as an aggregation rule. FedAverage is a weighted
average of local parameter (gradient or weight) updates, based on the size of the clients’ lo-
cal datasets. Suppose an FL has n clients with local datasets {dk}k∈[n], where [n] = {1, . . . , n}.
We use d to denote the overall local dataset. Formally, the global parameter update
∆θ = ∑n

k=1
|dk |

∑n
j=1|dj|∆θk, where |dk| is the size of the k-th client’s local dataset. FedAv-

erage is normally used as the state-of-the-art baseline solution, due to its high performance
without attackers; however, FedAverage is vulnerable to poisoning attacks: specifically, it
is not Byzantine-robust.
Byzantine-robust aggregation rules. Distance statistical aggregation (DSA) [18,21,24,25,28]
and contribution statistical aggregation (CSA) [26,27] are used in the majority of Byzantine-
robust aggregation methods. DSA-based schemes discard statistical outliers, by analyzing
the distribution of poisoning and benign local parameter updates, before aggregating them
into a global parameter update. In CSA-enabled schemes, local parameter updates of
clients are labeled with priorities, in terms of their contributions to the performance of
the global model. Essentially, these schemes evaluate local parameter updates and delete
statistical outliers before aggregating a global parameter update: for example, the Krum
method proposed by Blanchard et al. [21] can resist up to 33% of attackers’ poisoning
attacks, utilizing Euclidean distance to decide which local parameter updates should be
dropped. As Krum removes outliers by analyzing the Euclidean distance, it does not
remove the parameter updates of the coordinate direction anomaly. To improve Krum,
Yin et al. [18] proposed two new FL schemes called Trim-Mean and Median, which are based
on the trimmed mean of coordinate directions and the median of coordinate directions,
respectively. Each of the techniques mentioned above suffers a common drawback: the
absence of a trusted root for the central server to authenticate which local parameter
updates from clients are potentially dubious.

Recent studies [12,22] have demonstrated that the above robust FL defense rules can
be subverted by poisoning attacks. Cao et al. [22] improved previous FL approaches, by
proposing FLTrust, which mainly bootstraps a root of trust at the central server, so that the
server can compare the local parameter updates to the root of trust, to filter abnormal local
parameter updates; however, the performance of the global model will decline dramatically
if the root of trust deviates. The major difference between FLTrust and FLEST is that
FLEST does not rely only on the trust mechanism, but dynamically combines the anomaly
detection and trust mechanisms through the proposed trust synthesizing mechanism. By
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this approach, FLEST avoids the impact on the global model due to the deviation of the
root of trust. We have summarized the existing work in Table 1 below.

Table 1. Summary of previous work on federated learning.

Approach Robustness Root of Trust

FedAvg no no
Krum yes no

Trim-Mean yes no
Median yes no
FLTrust yes yes

2.2. Poisoning Attacks

Attackers can perform targeted and untargeted poisoning attacks in the process
of training the model. In targeted poisoning attacks [29], attackers want the trained
global model to output their specified target classification. In untargeted poisoning at-
tacks [12,30,31], attackers want to disrupt the global model, so as to make it indiscriminately
produce incorrect predictions. Furthermore, poisoning attacks can be classified into local
data poisoning attacks [29,32–40] (e.g., the Label Flipping attack [23]) and local parameter
poisoning attacks [12–16]. If an FL system has tens of thousands of users, the attackers
will not be present in the training iterations very often, so that the effectiveness of data
poisoning attacks will be weakened [24]. Local data poisoning attacks are equivalent to
indirectly manipulating local parameters to corrupt the global parameter; therefore, FL is
more vulnerable to local parameter poisoning attacks compared to local data poisoning
attacks. Bhagoji et al. [14] demonstrated that a single attacker [18,21] in FL can take control
of the global model by directly transmitting carefully designed local parameters. Essentially,
both kinds of poisoning attacks corrupt the local parameters, resulting in the impaired
performance of the global model.

Recent works (e.g., [12,14,22]) have shown that Byzantine-robust federated learning
schemes can also suffer poisoning attacks. Bhagoji et al. [14] showed that the Krum and
Median schemes cannot defend against local parameter poisoning attacks. Fang et al. [12]
proposed untargeted local parameter poisoning attacks—the Krum attack and the Trim
attack. Before sending the local parameter updates to the server, the attackers can modify
the local parameter updates in the opposite direction, along the global parameter update
∆θ, thereby reducing the performance of the global model. Most recently, Cao et al. [22]
proposed an adaptive attack that can adaptively adjust the attack process, in terms of
FLTrust aggregation rules.

3. Threat Model and Security Goals

In this section, we present a thorough and detailed overview of the threat model we
employed, as well as the security goals that we strove to realize.

3.1. Threat Model

Attack model. We considered the following threats and assumptions, as in many existing
works (e.g., [12,15,22]):

• The attackers can create and control many clients in the FL system: such clients
are therefore malicious, and can train local models using poisoned local datasets, or
directly upload poisoned local parameter (gradient or weight) updates. The proportion
of malicious clients, however, is less than half of the total;

• The attackers can collude with each other (e.g., by exchanging poisoned local datasets
or local parameter updates);

• The attackers have full knowledge of the target FL system, including the aggregation
rule of the FL system, the learning rates, and all clients’ local datasets and local
parameter updates during the whole learning process;
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• The attackers can launch various FL attacks (such as the Label Flipping attack [23] and
the Krum attack [12]).

Server’s knowledge and capability. As in [22], we assumed that the central server had no
access to the local datasets of the clients, and did not know the exact number of malicious
clients; however, it was fully aware of the global parameters and local parameter updates
for each iteration for all clients. Additionally, a trustworthy, small, and clean dataset for the
root of trust had to be acquired and tagged by the central server. Due to the small number
of data samples in the root dataset, its construction process would not bring too much time
overhead to the server; however, without any prior knowledge of the local datasets of the
clients, the distribution of the root dataset might deviate from that of clients’ datasets with
a non-small bias.

3.2. Security Goals

Our goal was to develop a federated learning approach that satisfied the three security
goals listed below, while being Byzantine-robust:
• Fidelity. The target method ought not to lose the testing accuracy of the global

model in a benign setting without attackers: that is, fidelity required that the target
FL method would have no accuracy loss compared to the baseline method FedAvg
without attacks;

• Robustness. The FL method could generate a global model providing classification
accuracy (in comparison with FedAvg in the no-attack scenario) in the Byzantine client
setting, as mentioned in the attack model (i.e., <50% malicious clients). To achieve
robustness, we did not assume that the central server could establish, in advance, a
training dataset that was unbiased towards all classes of clients’ local data;

• Efficiency. Compared to the FedAvg without attacks, the designed method should not
introduce many additional computation and communication overheads, especially for
clients who might be resource constrained.

4. FLEST: A Federated Learning with Synthesized Trust Method

In this section, we provide a comprehensive overview of FLEST, followed by a detailed
presentation of its design and algorithm. Our FLEST considers not only the direction
between local parameter updates but also the direction between the root of trust and each
local parameter update. The workflow of FLEST is shown in Figure 1 below:

Central server

ClientTraining
Data

Model

Download global parameter 

Aggregation and generate 

new global parameter

Synthesized-trust score

Assign trust score

Assign confidence score

Scaling  the magnitudes 

of parameter updates

Upload parameter updates 

Root of trust 

Root data 

Training

Figure 1. The overall process of FLEST.

4.1. Overview of FLEST

The key idea of FLEST is to combine the trust mechanism with the anomaly detection
mechanism, to achieve robust aggregation rules. Regarding the trust mechanism, the central
server uses a root of trust trained on an uncontaminated root dataset, to assign a trust score
(TS) to each client’s local parameter updates. As for the anomaly detection mechanism,
the server uses a clustering-based anomaly detection method, to assign a confidence score
(CS) to each local parameter update. Combining these two mechanisms in an effective and
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adaptive way is important but challenging because, in practice, the server cannot know
whether the root dataset is biased or not, due to the lack of access to the client datasets, and
the weights of the TS and the CS should also be changed dynamically, according to each
round of local parameter updates. If the TS and the CS are combined in an inappropriate
way, it is difficult to avoid the global model accuracy degradation caused by the root dataset
bias. To address this problem, we propose a trust synthesizing mechanism with dynamic
trust ratio γ, to aggregate the TS and the CS into a synthesized trust score (STS) for each
local parameter update: in this way, FLEST reduces the performance degradation of the
global model due to the bias of the root dataset.

4.2. Detailed Design of FLEST

In this section, we provide the detailed constructions of each part of FLEST, including
TS, CS, and the trust synthesizing mechanism.

Cosine. Cosine similarity is very useful in the Byzantine-robust rule. Given two vectors,

∆θa and ∆θb, their cosine similarity is Cos(∆θa, ∆θb) =
〈∆θa ,∆θb〉
‖∆θa‖·‖∆θb‖

.

Trust score. In FLEST, the central server uses the model parameter update, trained from an
uncontaminated root dataset, as the root of trust: we considered it to be more trustworthy
if the local parameter update had a similar direction to the root of trust, and we computed
the directional similarity between them, using the cosine function.

If the local parameter updates deviate too far from the direction of the root of trust, they
have a negative cosine similarity, which can lead to a decrease in global model performance:
to avoid this effect, we set the negative cosine similarity to zero. Formally, we defined the
trust score TSk of the kth local parameter update ∆θk as

TSk = ReLU(Cos(∆θk, ∆θ0)), (1)

where ∆θ0 was the root of trust. We utilized the ReLU function, to set the negative
directional similarity score to zero.

Confidence score. As the central server does not have access to clients’ local datasets, there
will be a deviation in the distribution between the root dataset and local datasets, and such
a deviation can degrade the accuracy of the final global model. To reduce the side effect
of a biased root dataset, we introduced anomaly detection techniques. Specifically, the
central server used the K-means clustering algorithm to cluster the local parameter updates
into several clusters. We could also have used other clustering algorithms to aggregate
the local parameter updates, and we will consider more advanced clustering algorithms
in future work. We considered the largest cluster as the cluster of benign local parameter
updates. The central server measured the similarity between each local parameter update
and the mean of the benign cluster, and assigned a CS to each local parameter update. A
local parameter update would receive a higher CS if it was closer to the mean of the benign
cluster. Specifically, we computed the directional similarity between each local parameter
update and the mean of the benign local parameter updates, using the cosine function.

For the TS, we needed to set the negative directional similarity to zero. Formally, the
confidence score of the kth local parameter update ∆θk was defined as follows:

CSk = ReLU(Cos(∆θk, ∆θL)), (2)

where ∆θL was the mean of the benign local parameter updates.

Trust synthesizing mechanism. Although using either the TS or the CS has deficiencies in
FL, we noted that these two kinds of scores could be complementary to each other in the
training procedure; therefore, we designed a complementary mechanism called the trust
synthesizing mechanism. The idea of this mechanism was to proportionally combine the TS
and the CS of each local parameter update, without completely relying on either of them:
when there was a large bias in the root of trust, the trust synthesizing mechanism would
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automatically reduce the weight of the TS, thus reducing its negative impact. In order to
realize this mechanism, we designed a synthesized trust score (STS), which was composed
of the TS and the CS, using a dynamic trust ratio γ ∈ (0, 1). Formally, we defined the
synthesized trust score STSk of the kth local parameter update ∆θk:

STSk = γ · TSk + (1− γ) · CSk, (3)

where γ was used to determine the proportion of the TS and the CS in the STS.

This led to the question: what is the appropriate value of γ? Consequently, we now
discuss the strategy of taking γ in different cases, and we illustrate the adaptive calculation
method of γ.

After a round of training, each client’s local parameter update was assigned a TS and
a CS. Taking the TS as an example, the trust scores of these clients could be sorted, to form
a sequence [TS1, TS2, . . . , TSn]. Assuming that less than 50% of the clients were malicious,
we considered the following four cases of the distribution of this sequence:

• Case 1: All TSs were high;
• Case 2: Most of the TSs were high, and the rest were low;
• Case 3: Most of the TSs were low, and the rest were high;
• Case 4: All the TSs were low.

For ease of understanding, Figure 2 illustrates these four cases. We divided the four
cases into two groups, for analysis, according to their characteristics.

• Analysis of Case 1 and Case 2: As the more trusted local parameter updates were
assigned higher TS according to the rules of the TS calculation, we deduced that Case 1
occurred when there was no bias in the root of trust, and when there were no malicious
clients. By analogy, Case 2 occurred when the trust root bias was small, or when there
was a small number of malicious clients. These two cases indicate that the TS is not
invalid, and thus, should account for a larger proportion of the STS, which means that
γ should be higher.

• Analysis of Case 3 and Case 4: As it was assumed that there were fewer than 50% of
malicious clients, Case 3 occurred when there was a large deviation in the root of trust,
in which case the TS was close to failure. Case 4, on the other hand, showed that the
TS had failed completely. Therefore, in these two cases, the TS should have accounted
for a smaller proportion of the STS, and γ should have been lower.

We first considered using the average of all the TSs, to determine their proportion in
the STS; however, it can be seen from Figure 2 that although the TS did not fail in Case 2, it
reduced the average value, because of the small number of low TSs. Similarly, in Case 3,
the TS failed, but a small number of local parameters updated by a high TS increased the
average TS. This led to similar average TSs for Case 2 and Case 3 in some scenarios, which
were difficult to distinguish.

(a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4

Figure 2. Various distributions of the TS.

To avoid these cases, we used a lightweight calculation method inspired by box
plots [41]. Specifically, we used the average of the interquartile range of the TS (the middle
50% of the sorted TS), noted as the TS, to determine the proportion of the TS in the STS.
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As shown in Figure 2, the TS of Case 2 was close to Case 1, and the TS of Case 3 was close
to Case 4. In order to consider both the TS and the CS in the calculation of γ, we performed
the same calculation for the CS, to obtain the CS, after which, the dynamic trust ratio γ was
defined as

γ = TS/(TS + CS). (4)

From Equation (4), we can see that during each training round, γ could be dynamically
adjusted to a proper value, according to the results of the TS and the CS, thus adaptively
adjusting the STS. We also verified the effectiveness of the dynamic γ by experiment.

Scaling the magnitudes of local parameter updates. The attackers can modify the magni-
tudes of local parameter updates, and transmit them to the central server, so that they can
manipulate the global parameter update. To weaken the contribution of poisoned local
parameter updates, we needed to uniformly scale the magnitudes of the local parameter
updates. Without a root of trust, it was difficult to determine how much we should scale,
and the mean of the benign local parameter updates was not trusted for the server. As the
central server had introduced a root of trust through the root dataset, we used the root
of trust to determine how much scaling was needed. As a result, each local parameter
update was normalized, so that it had the same magnitude as the root of trust. Formally,
the scaling of the magnitudes of the local parameter updates ∆θ̇k of the kth client was
defined as follows:

∆θ̇k =
‖∆θ0‖
‖∆θk‖

· ∆θk, (5)

where ‖ ∗ ‖ denoted the modulo operation of the vector.
Aggregation of local parameter updates. We then calculated global parameter update ∆θ
as the mean of the scaled local parameter updates with their weight STSs as follows:

∆θ =
n

∑
k=1

STSk

∑n
z=1 STSz

∆θ̇k (6)

=
n

∑
k=1

(γ · TSk + (1− γ) · CSk)

∑n
z=1(γ · TSz + (1− γ) · CSz)

‖∆θ0‖
‖∆θk‖

· ∆θk.

Finally, we changed the global parameter θ with the rate of global learning β as:

θ← θ− β · ∆θ. (7)

4.3. Algorithm of FLEST

The detailed implementation of FLEST is shown in Algorithm 1. This implementation
can be divided into three steps, which, during the training process of the global model,
assuming Ig iterations, will be performed in each iteration. The three steps are described
as follows:

• In Step I, the central server transmits the current parameter θ to selected partial clients;
• In Step II, based on the global parameter and their local datasets, the clients compute

local parameter updates, which are subsequently transmitted to the central server.
Using the root dataset and the global parameter, the central server determines the
root of trust. After receiving the local parameter updates, the server uses K-means
clustering to cluster them, in order to obtain the largest cluster (the benign local
parameter updates cluster). The server computes this benign cluster’s average value.
The function ParameterUpdate in Algorithm 2 uses gradient descent via Il iterations
to determine the local parameter updates and the root of trust;

• In Step III, in order to obtain the global parameter update, and to use it to change the
global parameter θ with β, the central server of FLEST does a weighted mean of the
received parameter updates of clients with STSs.
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Algorithm 1 FLEST

Input: n training datasets of clients {dk}1≤k≤n; dataset of server d0; learning rate of global
β; iterations of global Ig; amount of clients σ chosen in a single cycle; learning rate of
clients ρ; iterations clients Il ; batch size x; proportion of trust score γ; all local parameter
updates of the clients ω.

Output: Global parameter θ.
1: θ← random initialization.
2: for i = 1, 2, . . . Ig do
3: // Step I: Client selection.
4: The central server randomly selects σ clients, and sends θ to them.
5: // Step II: Training at the central server and clients.
6: // Client.
7: for k = c1, c2, . . . , cσ do
8: ∆θk = ParameterUpdate(θ, dk, x, ρ, Il).
9: Transmit ∆θk to the central server.

10: end for
11: // Central server.
12: ∆θ0 = ParameterUpdate(θ, d0, x, ρ, Il).

13: ∆θL
average←−−−−K-means(ω). // Average of benign local parameter updates computation.

14: // Step III: Robust aggregation and update global parameter.
15: for k = c1, c2, . . . , cσ do
16: TSk = ReLU(Cos(∆θk, ∆θ0)).
17: CSk = ReLU(Cos(∆θk, ∆θL)).
18: γ = TS/(TS + CS).
19: STSk = γ · TSk + (1− γ) · CSk.
20: ∆θ̇k = (‖∆θ0‖/‖∆θk‖) · ∆θk.
21: end for
22: ∆θ = 1

∑σ
z=1 STScz

∑σ
k=1STSck · ∆θ̇ck .

23: θ← θ− β · ∆θ.
24: end for
25: return θ.

Algorithm 2 ParameterUpdate(θ, d, x, ρ, I)

Output: Parameter update.
1: θ0 ← θ.
2: for i = 1, 2, . . . , I do
3: Select a batch of dx at random from d.
4: θi ← θi−1 − ρ∇Loss(θ; dx).
5: end for
6: return θI − θ.

5. Security Analysis

In this section, we formally present our security analysis of FLEST. Our goal was to
prove that the global model of FL can still converge with the introduction of FLEST.

Assume that samples from distributionD are used to create training datasets. The goal
of FLEST is to learn an optimal global model θ∗, which can be regarded as an optimization
problem: θ∗ = arg minθ∈Θ F(θ), where Θ is the parameter space, d =

⋃n
k=1 dk is the overall

local dataset, f (θ; d) is the loss function of a parameter vector θ ∈ Θ associated with the
training data d, and F(θ) , Ed∼D [ f (θ; d)] is the population loss function. We followed the
three assumptions of [22] for analysis. Our assumptions and analysis results are as follows:

Assumption 1. F(θ) are µF-strongly convex and L-Lipschitz if F(θ′) ≥ F(θ) + (θ′− θ)T∇F(θ)
+ µF

2 ‖θ′ − θ‖2 and ‖∇F(θ)−∇F(θ′)‖ ≤ L‖θ− θ′‖, ∀θ, θ′. Moreover, f (θ; d) is L1-Lipschitz
with a probability of at least 1− δ

3 for any δ ∈ (0, 1). The symbol ∇ represents gradient.
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Assumption 2. The gradient of f (θ∗; d) at θ∗ is constrained. The h(θ; d) = ∇ f (θ; d) −
∇ f (θ∗; d) is also bounded. In detail, 〈∇ f (θ∗; d), v〉 is sub-exponential, with positive constants λ1
and λ2 for any unit vector, and 〈h(θ; d)−E[h(θ; d)], v〉/‖θ− θ∗‖ is also sub-exponential, with
positive constants $1 and $2 for any θ ∈ Θ with θ 6= θ∗. The symbol 〈·, ·〉 represents inner product
between vectors.

Assumption 3. Let local data dk and root data d0 be IID.

Theorem 1. Suppose the three Assumptions are true, and FLEST uses Il = 1 and ρ = 1. For the
percentage of clients who are malicious, less than half of the total clients,

∥∥θt − θ∗
∥∥, is bounded.

Formally, for any δ ∈ (0, 1) with a probability of at least 1− δ, after t parallel iterations, we obtain∥∥θt − θ∗
∥∥ ≤ v + ςt

(∥∥∥θ0 − θ∗
∥∥∥−v

)
,

where v = 12β∆1/(1− ς), β is the learning rate, ς =

(
24β∆2 +

√
1− µ2

F/(2L)2 + 2βL
)

,

∆1 = λ1

√
2
|d0|
√

log(3/δ) + D log 6, and ∆2 =

√
D
(

1
2 log |d0|

D + log 18L2
$1

)
+ log

(
6o$2

1

√
|d0|

λ1δ$2

)
·

Furthermore, $1

√
2
|d0|

, L2 = max{L, L1}, |d0| is the number of the root data, D is the dimension

of θ, and ‖θ− θ∗‖ ≤ o
√

D with positive constants o.

Proof. We mainly prove Theorem 1 by following the proof framework of [22]: that is, we
show that the difference between θt learned by FLEST under attacks and θ∗ is bounded; in
the sequel, we only present the key idea of our proof, to avoid repetition.

Firstly, we first prove that the distance between the global parameter update ∆θ and the
gradient of population loss ∇F(θ) is bounded. As our ∑k∈n ϕk = 1 and

∥∥∆θ̇k
∥∥ = ‖∆θ0‖,

and because these conditions are consistent with the counterparts in [22] [Lemma 1],
we can apply reduction steps similar to those of [22] [Lemma 1] to obtain the bound
‖∆θ−∇F(θ)‖ ≤ 3‖∆θ0 −∇F(θ)‖+ 2‖∇F(θ)‖.

Secondly, as we have θt = θt−1 − β∆θt−1 in any global iteration t ≥ 1, the meaning of
this formula is that the server uses the global parameter update of round t− 1 to update
the global parameter of round t− 1 with learning rate β, thereby generating the global
parameter of round t. We add and subtract β∇F

(
θt−1) in

∥∥θt − θ∗
∥∥ at the same time;

therefore, we can write
∥∥θt − θ∗

∥∥ as

‖θt−1 − β∇F
(

θt−1
)
− θ∗ + β∇F(θt−1)− β∆θt−1‖. (8)

Thirdly, as ∇F(θ∗) = 0, Equation (8) is bounded by∥∥∥θt−1 − β∇F
(

θt−1
)
− θ∗

∥∥∥+ 3β
∥∥∥∆θt−1

0 −∇F
(

θt−1
)∥∥∥

+ 2β
∥∥∥∇F

(
θt−1

)
−∇F(θ∗)

∥∥∥, (9)

Equation (9) is a simple split of Equation (8), based on ∇F(θ∗) = 0 for further proof.
Then, by applying [22, Lemma 2, Lemma 4], we can prove that the distance be-

tween θt−1 − β∇F
(
θt−1) and θ∗ and the distance between ∆θ0 and ∇F(θ) are bounded,

so that we obtain
∥∥θt−1 − θ∗ − β∇F

(
θt−1)∥∥ ≤ √

1− µ2
F/(4L2)

∥∥θt−1 − θ∗
∥∥ and 1− δ ≤

Pr{‖∆θ0 −∇F(θ)‖ ≤ 8∆2‖θ− θ∗‖+ 4∆1} for the learning rate β = µF/
(
2L2); therefore,

Equation (9) has the following upper bound
(√

1− µ2
F/(4L2) + 24β∆2 + 2βL

) ∥∥θt−1 − θ∗
∥∥

+12β∆1, which replaces the three sub formulas of Equation (9) based on the results of two
lemmas [22][Lemma 2, Lemma 4] and the first Assumption.
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By combining Equation (8), Equation (9), and the upper bound of Equation (9), we
obtain Equation (10):

∥∥θt − θ∗
∥∥ ≤ (√1− µ2

F/(4L2) + 24β∆2+

2βL
)∥∥∥θt−1 − θ∗

∥∥∥+ 12β∆1. (10)

Finally, by recursively applying Equation (10) to all global iterations (i.e., with concrete
iteration index t′ from t′ = 0 to t′ = t− 1), we can obtain all such bounds for those iterations.
We conclude that ∥∥θt − θ∗

∥∥ ≤ 12β∆1/(1− ς) + ςt
(∥∥∥θ0 − θ∗

∥∥∥ (11)

−12β∆1/(1− ς)),

where ς =
(√

1− µ2
F/(4L2) + 24β∆2 + 2βL

)
. Thus, we conclude the proof.

6. Performance Evaluation

We utilized the MXNet platform to implement FLEST. We conducted all the trials
on a server with an Intel Core i7-8700K CPU running at 3.70 GHz × 12, a GeForce GTX
1080 Ti GPU, and Ubuntu 18.04 LTS. The three assaults that we used were as follows:
the LF attack [12,22]; the Trim attack [12]; and the Adaptive attack [22]. We also imple-
mented aggregation rules, including FedAvg [1,2], Trim-Mean [18], and FLTrust [22], as the
comparison points’ baselines.

6.1. Experimental Setting

This section details the experimentation performed to validate our proposed FLEST
method. To verify the fidelity, robustness, and efficiency of FLEST, we executed experiments
using the Label Flipping attack, the Trim attack, and the Adaptive attack on FLEST and on
the current top three FL algorithms (FedAvg [1,2], Trim-Mean [18], and FLTrust [22]), to
evaluate their defense effectiveness, by comparing the global model prediction accuracies:
this section will showcase the experimental environments, settings, and results of all
these experiments.

6.1.1. Datasets

We evaluated FLEST on the mnist-0.1 [42], mnist-0.5, cifar-10 [43], and fashion-
mnist [44] datasets, mnist being 10-class handwritten digits image datasets, cifar-10 being
a 10-class color image classification dataset, and fashion-mnist being a 10-class collection
of images of clothing. We generated the clients’ local training dataset, following previous
work [22]: specifically, we divided the clients randomly into 10 groups, as there were
10 classes in the above datasets. With probability m and with probability 1−m

9 , we allocated
training data with data label l to the lth group, and to any other group, respectively. Data
from different clients enrolled in the same group were distributed evenly. The parameter m
determined the variation in the clients’ local datasets distribution. When m = 0.1, it meant
that the local datasets were independent and identically distributed (IID). When m > 0.1,
it meant that the local datasets were non-IID [12,22], and a larger m indicated a greater
level of non-IID. In the real-world learning tasks of FL, the client’s local datasets are usually
non-IID; therefore, we set m > 0.1 by default.

Dataset mnist. There are 10,000 testing data and 60,000 training data in the mnist [42]. We
set m = 0.1 in the mnist-0.1 dataset, and set m = 0.5 in the mnist-0.5 dataset.
Dataset fashion-mnist. There are 10,000 testing data and 60,000 training data in the
10-class fashion picture dataset known as fashion-mnist [44]. We set m = 0.5 in the
fashion-mnist dataset.
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Dataset cifar-10. 10,000 testing data and 50,000 training data make up the 10-class color
image classification dataset known as cifar-10 [43]. We set m = 0.5 in the cifar-10 dataset.

6.1.2. Evaluated Attacks

Our attacks included local parameter poisoning and data poisoning, to evaluate FLEST.
We employed a representative label flipping attack (LF) in the data poisoning attacks. As in
the prior studies [12,22], we employed the identical LF attack configuration. Specifically,
we flipped label l of the malicious clients’ training data to 9− l, where l ∈ {0, 1, · · · , 9}.
For the parameter poisoning attacks, we considered the Trim attack [12] and the Adaptive
attack [22], for which we used the parameter values from [22].

6.1.3. FL System Settings

The number of clients was set at n = 100 by default, and we turned 20% of the clients
into malicious clients by default. The number of K-means clusters was fixed at 10, and the
number of iterations to 300.

Selection of global model. For the selection of the global model, we employed a convo-
lutional neural network (CNN) for mnist and fashion-mnist. For the CNN, we used a
convolutional layer with 3× 3× 30, a convolutional layer with 3× 3× 50, a fully connected
layer with 100, two max-pooling layers with 2× 2, and an output layer with a softmax func-
tion. The widely utilized ResNet20 [45] architecture was taken into account as the global
model for cifar-10. Our experiments focused on the performance of other aggregation rules
and the FLEST in the face of attacks, rather than on the best global model; therefore, we did
not need to use an overly complex neural network model.
Parameter settings. We compared FLEST to the works FedAvg [1,2], Trim-Mean [18],
and FLTrust [22]. As they obeyed a workflow similar to Algorithm 1, they also used the
parameters σ, Ig, Il , β, ρ, and x. For comparison, we made use of the similar FL settings
in [22]. Specifically, we set all clients to be selected in each iteration, i.e., σ = n, and we set
Il = 1. We considered the product β · ρ of the local learning rate ρ and the global learning
rate β as a combined learning rate. Specifically, β · ρ = 0.0003 for mnist-0.1 and mnist-0.5,
β · ρ = 0.004 for fashion-mnist, and β · ρ = 0.0005 for cifar-10. With the exception of
cifar-10, we set the batch size to x = 128 instead of x = 64 for the other three datasets. We
determined the total iterations Ig = 1200 for mnist-0.1, Ig = 2000 for mnist-0.5, Ig = 2500
for fashion-mnist, and Ig = 1600 for cifar-10.
Generation of root dataset. We built a root dataset with only 100 data, following [22]; how-
ever, the root dataset in our experiments was biased towards one class of data. Specifically,
we drew a portion of data in the root dataset from a specific kind of local dataset, and
sampled the remaining portion evenly and randomly from the other classes: this is known
as the bias probability (BP). When each class of the root dataset had the same number of
samples, the BP was 0.1, which meant that the distribution of the root dataset was identical
to the distribution of the local datasets. Whenever the amount of data in the root dataset
that was extracted from one class of local datasets was more than that of other classes, the
BP would be larger. Unless otherwise mentioned, we set the BP to 0.1 by default.

6.2. Experimental Results

Evaluation Metric. As this work focused on defending against untargeted attacks, which
were designed to reduce the global classification accuracy of the model, we used the
accuracy of the model as an evaluation metric: the higher the accuracy of the global model,
the more effective the corresponding defense method.

Table 2 displays the testing accuracy of every FL technique when subjected to current
assaults, while Table 3 displays the performance of FLTrust and FLEST when subjected to
various attacks and various BPs. Figure 3a shows the number of global iterations versus
testing accuracies for FedAvg under no attack, and for FLEST under attacks on mnist-
0.5. The outcomes demonstrate that FLEST succeeded in terms of the three objectives
listed below.
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(a) mnist-0.5: Iteration (b) mnist-0.5: root dataset

Figure 3. The testing accuracy during FLEST’s training process under attacks and FedAvg with no
attack (a) and the impact of the root dataset (b).

Goal 1: Fidelity. As shown in Table 2, when there was no attack, the testing accuracies of
FLEST were similar to that of FedAvg, which is the baseline FL method. Unfortunately,
the testing accuracies of current FL approaches can be lower, because, while aggregating
local parameter updates, the current FL approach discards part of them, whereas FLEST
considers all local parameter updates: for example, in Table 2, under the fashion-mnist,
the testing accuracies of FedAvg, FLTrust, and FLEST are 0.90, 0.89, and 0.90, respectively,
while the testing accuracy of Trim-mean is 0.86.
Goal 2: Robustness. The testing accuracies of FLEST under three different attacks were,
at most, 0.04 lower than those of FedAvg under no attacks on the mnist and fashion-mnist
datasets. In particular, as shown in Table 2, the testing accuracy of FLEST under LF attack
was the same as that of FedAvg under no attacks on mnist-0.1, both of which were 0.97.
The testing accuracies of the presently used FL techniques under three different attacks
on the four datasets were much lower: for example, the Trim attack reduced the testing
accuracy of Trim-mean by 0.11 on mnist-0.5, and the Adaptive attack reduced the testing
accuracy of Trim-mean by 0.35 on fashion-mnist.

Moreover, Table 3 shows that FLEST and FLTrust were both robust and accurate
when the BP was small; however, when the BP was large, FLEST maintained high testing
accuracies, while the testing accuracies of FLTrust decreased substantially. In particular,
under no attacks, regardless of the BP, the testing accuracies of FLEST were similar to
those of FedAvg on the four datasets, which means that, compared to FLTrust, FLEST
could still protect the global model effectively when the BP was large: for example, when
the BP of mnist-0.1 exceeded 0.4, the testing accuracies of FLTrust under different attacks
started to decrease significantly, while FLEST was not significantly lower until the BP
was greater than 0.6; when the BP of fashion-mnist was 0.8, the FLTrust method basically
failed, but the testing accuracies of FLEST under different attacks were still much higher.
Significantly, even when the BP was 1 on all four datasets, FLEST still achieved the same
testing accuracies as FedAvg under no attacks, while FLTrust not only could not defend
against attacks but also affected the global model without attacks: this was because when
the BP was large, the TS of each local parameter was almost zero, but the CS of each local
parameter was not affected. According to the experimental findings, FLEST continues to
function well even when the root dataset differs significantly from the local datasets.

Goal 3: Efficiency. Like FedAvg, FLEST does not cause additional computation to the
clients in each iteration. In addition, Figure 3a shows the testing accuracy of FLEST, during
the training process, under different attacks, and of the baseline (the testing accuracy of
FedAvg under no attack). The experimental results show that FLEST converges at a similar
rate as FedAvg, which indicates that FLEST does not introduce much communication
overhead between the central server and the clients. Compared to FedAvg, FLEST intro-
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duces some computation overhead to the central server, including computing the root of
trust, computing STS, and scaling all local parameter updates; however, a powerful server
requires only a negligible time overhead.
Evaluation of dynamic trust ratio γ. To verify the validity of the dynamic trust ratio γ, we
evaluated the performance of the global model, using different fixed gamma, thus verifying
whether the dynamic γ adaptively adjusted to the appropriate range. Table 4 records the
accuracy of the model after fixing different values of γ for different deviation probabilities
and different attacks, as well as the average value of the dynamic γ. As shown in Table 4a,
when the deviation probability was small, the average value of gamma was around 60–80%;
however, when the deviation probability was very high, as shown in Table 4c, the average
value of γ dropped to about 20–50%, and the accuracy of FLEST, by applying the dynamic
γ, was also at a high level. Thus, these results demonstrate that the trust synthesizing
mechanism can mitigate the degradation of model accuracy due to root dataset bias.
Impact of the root dataset. The effect of the root dataset sizes on FLEST, under various
assaults, is depicted in Figure 3b. We note that FLEST could fight against various assaults
with a root dataset of only 100 training data. In particular, the testing accuracy of FLEST
under assaults was comparable to that of FedAvg under no attacks when the root dataset
contained 100 training data. When the number of training data in the root dataset exceeded
100, FLEST’s testing accuracy increased slightly.
Impact of the number of clients. The effect of the total clients on each FL method under
attacks is shown in Figure 4a–c. The findings of the trial indicate that the impact of the total
clients on FLTrust and FLEST was small, while Trim-mean was greatly affected: for example,
when there were 300 clients, the global model taught by Trim had a testing accuracy of
0.46 under the Trim attack, whereas FLTrust and FLEST trained global models to have a
testing accuracy of 0.95.
Impact of the percentage of malicious clients. Figure 4d–f show the effect of the percent-
age of malicious clients on each FL method under attacks. We observed that the effect of
the percentage of malicious clients on FLTrust and FLEST was small, while Trim-mean
was greatly affected: for example, when there was 20% malicious clients, the global model
learned by Trim had a testing accuracy of 0.89 under the Trim attack, whereas the test-
ing accuracies of the global model learned by both FLTrust and FLEST were 0.95 and
0.94, respectively.
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Table 2. Accuracy comparison of FL methods under different attacks.

Mnist-0.1 Mnist-0.5 Fashion-Mnist Cifar-10
Attack FedAvg Trim-Mean FLTrust FLEST FedAvg Trim-Mean FLTrust FLEST FedAvg Trim-Mean FLTrust FLEST FedAvg Trim-Mean FLTrust FLEST

No 0.97 0.98 0.97 0.98 0.98 0.98 0.96 0.97 0.89 0.86 0.89 0.90 0.64 0.54 0.62 0.63
LF 0.96 0.97 0.97 0.97 0.97 0.97 0.95 0.96 0.84 0.80 0.89 0.90 0.54 0.46 0.57 0.57

Trim 0.91 0.93 0.95 0.95 0.91 0.89 0.95 0.94 0.66 0.44 0.88 0.88 0.19 0.28 0.48 0.48
Adaptive 0.94 0.95 0.95 0.95 0.94 0.92 0.93 0.94 0.78 0.65 0.88 0.88 0.10 0.31 0.49 0.49

Table 3. Accuracy Comparison between FLTrust and FLEST under different attacks, and given root dataset with various bias probabilities.

(a) Mnist-0.1 and Mnist-0.5

Dataset Mnist-0.1 Mnist-0.5

BP 0.1 0.2 0.4 0.6 0.8 1 0.1 0.2 0.4 0.6 0.8 1
Method FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours

No 0.97 0.97 0.97 0.97 0.97 0.97 0.96 0.97 0.96 0.97 0.66 0.98 0.96 0.97 0.96 0.97 0.95 0.96 0.93 0.97 0.93 0.97 0.20 0.97
LF 0.97 0.97 0.97 0.97 0.96 0.96 0.95 0.96 0.22 0.71 0.16 0.64 0.95 0.96 0.95 0.95 0.92 0.93 0.90 0.92 0.78 0.72 0.11 0.56

Trim 0.95 0.95 0.95 0.95 0.92 0.94 0.90 0.93 0.54 0.93 0.11 0.93 0.95 0.94 0.94 0.94 0.92 0.93 0.91 0.93 0.86 0.94 0.11 0.94
Adaptive 0.95 0.95 0.94 0.95 0.93 0.93 0.87 0.93 0.10 0.93 0.10 0.92 0.93 0.94 0.93 0.94 0.92 0.92 0.87 0.92 0.50 0.91 0.10 0.86

(b) Fashion-Mnist and Cifar-10

Dataset Fashion-Mnist Cifar-10

BP 0.1 0.2 0.4 0.6 0.8 1 0.1 0.2 0.4 0.6 0.8 1
Method FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours FLTrust Ours

No 0.89 0.90 0.89 0.89 0.88 0.89 0.86 0.88 0.85 0.89 0.10 0.89 0.62 0.62 0.62 0.63 0.61 0.61 0.59 0.62 0.10 0.62 0.10 0.62
LF 0.89 0.90 0.89 0.89 0.88 0.89 0.85 0.88 0.86 0.87 0.10 0.69 0.57 0.57 0.56 0.56 0.45 0.47 0.41 0.47 0.10 0.44 0.10 0.40

Trim 0.88 0.88 0.87 0.87 0.87 0.87 0.84 0.84 0.10 0.79 0.10 0.78 0.48 0.48 0.47 0.48 0.40 0.43 0.33 0.35 0.10 0.32 0.10 0.30
Adaptive 0.88 0.88 0.86 0.86 0.84 0.86 0.82 0.81 0.10 0.79 0.10 0.69 0.49 0.49 0.45 0.46 0.42 0.44 0.32 0.34 0.10 0.33 0.10 0.29

Table 4. Impact of the trust ratio γ on mnist-0.5.

(a) BP = 0.1 and 0.2

BP = 0.1 BP = 0.2
Fixed γ 0 10% 20% 40% 60% 80% 100% γ 0 10% 20% 40% 60% 80% 100% γ

No 0.97 0.97 0.97 0.97 0.97 0.97 0.96 85.4% 0.97 0.97 0.97 0.97 0.97 0.97 0.96 83.7%
LF 0.30 0.70 0.94 0.95 0.95 0.95 0.95 78.6% 0.30 0.70 0.94 0.95 0.95 0.95 0.95 73.2%

Trim 0.94 0.94 0.95 0.94 0.94 0.95 0.95 76.3% 0.95 0.94 0.95 0.94 0.94 0.94 0.94 64.9%
Adaptive 0.93 0.94 0.94 0.94 0.94 0.94 0.93 66.8% 0.94 0.94 0.94 0.94 0.94 0.93 0.93 63.4%
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Table 4. Cont.

(b) BP = 0.4 and 0.6

BP = 0.4 BP = 0.6
Fixed γ 0 10% 20% 40% 60% 80% 100% γ 0 10% 20% 40% 60% 80% 100% γ

No 0.97 0.97 0.97 0.96 0.96 0.97 0.95 71.6% 0.97 0.97 0.97 0.97 0.96 0.96 0.93 43.3%
LF 0.30 0.58 0.84 0.92 0.92 0.92 0.92 65.6% 0.20 0.36 0.75 0.85 0.91 0.91 0.90 74.7%

Trim 0.94 0.95 0.94 0.94 0.93 0.92 0.92 66.2% 0.94 0.94 0.94 0.94 0.93 0.91 0.91 61.8%
Adaptive 0.93 0.94 0.94 0.93 0.93 0.92 0.92 72.5% 0.94 0.94 0.93 0.93 0.92 0.89 0.87 65.4%

(c) BP = 0.8 and 1

BP = 0.8 BP = 1
Fixed γ 0 10% 20% 40% 60% 80% 100% γ 0 10% 20% 40% 60% 80% 100% γ

No 0.98 0.97 0.97 0.97 0.97 0.96 0.93 34.9% 0.98 0.98 0.97 0.97 0.97 0.97 0.20 26.3%
LF 0.16 0.37 0.48 0.53 0.68 0.80 0.78 74.6% 0.26 0.31 0.38 0.39 0.39 0.40 0.11 53.8%

Trim 0.95 0.95 0.94 0.94 0.93 0.92 0.86 42.8% 0.94 0.94 0.94 0.94 0.91 0.40 0.11 47.1%
Adaptive 0.94 0.94 0.93 0.90 0.83 0.87 0.50 31.3% 0.95 0.92 0.89 0.56 0.23 0.11 0.10 32.4%
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(a) LF attack (b) Trim attack (c) Adaptive attack

(d) LF attack (e) Trim attack (f) Adaptive attack

Figure 4. On mnist-0.5, impact of the number of clients (a–c), and fraction of malicious clients (d–f).

7. Discussion and Limitations

FLEST vs. existing works. Prior research has exclusively focused on examining the direc-
tion between either local parameter updates or the root of trust and each local parameter
update. By contrast, our novel FLEST extends this approach, by taking into account not
just the direction between the local parameter updates and the root of trust, but also the
direction between each individual local parameter update.
Poisoned root dataset. Our FLEST does not require a root dataset with all data samples
pollution-free, as FLTrust does; however, we acknowledge that if FLEST uses a poisoned
root dataset, it may not be able to defend against existing attacks. In order to avoid the
possibility of root dataset pollution, service providers may opt to have their personnel
manually curate the root dataset.
Targeted poisoning attacks and root dataset with low BP. We acknowledge that the vari-
ous poisoning attacks used in the experimental evaluation did not specifically target our
FLEST approach. We recognize that stronger poisoning attacks may exist against FLEST,
which would be an interesting avenue for future exploration. Additionally, considering the
collection of root dataset with low BP is a promising direction for future work: for instance,
if the dynamic trust ratio γ of an FL system using FLEST falls below a certain threshold
(e.g., γ < 0.4) during an iteration, it indicates a significant distributional bias between the
root dataset collected by the server and the overall local training data distribution on the
clients; in such cases, the server can re-collect the root dataset before the next iteration, thus
avoiding the use of a biased root dataset from the initial iteration onward.

8. Conclusions and Future Work

We have shown a new robust FL approach, FLEST, which can achieve Byzantine ro-
bustness with a biased root dataset. In FLEST, we introduce a trust synthesizing mechanism
that can yield synthesized trust scores for weighting the local parameter updates of clients.
Meanwhile, the synthesizing procedure combines the trust score and the confidence score
(calculated based on an anomaly detection scheme) of each local parameter update with a
trust ratio (for scaling both kinds of scores). Consequently, FLEST, with our trust synthesiz-
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ing mechanism, can reduce the negative impact of the biased root dataset compared to the
previous scheme, FLTrust, using the root dataset only. We have shown the effectiveness of
FLEST via both theoretical and experimental analysis: that is, FLEST can provide much
better testing accuracy compared to FLTrust with a highly biased root dataset. In this work,
we have mainly shown that our new trust synthesizing mechanism is able to improve the
robustness of FL significantly; there may be many feasible ways to improve it in future
work. We will consider developing an optimal approach (possibly with other anomaly
detection methods) to generating more accurate confidence scores. We will also consider
designing a local parameter poisoning attack against FLEST, and optimizing FLEST, based
on it. Furthermore, we will consider re-collecting low-biased root datasets based on the
dynamic trust ratio γ. Specifically, if the dynamic trust ratio of an FL system using FLEST
falls below a certain threshold (e.g., γ < 0.4) during a single iteration, this indicates a
significant distributional bias between the root dataset collected by the server and the
overall local training data distribution on the clients: in such cases, the server can choose to
re-collect the root dataset before the next iteration, thereby avoiding the continuous use of
biased root datasets from the initial iteration throughout the training process.
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