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Abstract: With the rapid popularity and continuous development of social networks, users’ com-
munication and interaction through platforms such as microblogs and forums have become more
and more frequent. The comment data on these platforms reflect users’ opinions and sentiment
tendencies, and sentiment analysis of comment data has become one of the hot spots and difficulties
in current research. In this paper, we propose a BERT-ETextCNN-ELSTM (Bidirectional Encoder
Representations from Transformers–Enhanced Convolution Neural Networks–Enhanced Long Short-
Term Memory) model for sentiment analysis. The model takes text after word embedding and BERT
encoder processing and feeds it to an optimized CNN layer for convolutional operations in order to
extract local features of the text. The features from the CNN layer are then fed into the LSTM layer for
time-series modeling to capture long-term dependencies in the text. The experimental results proved
that compared with TextCNN (Convolution Neural Networks), LSTM (Long Short-Term Memory),
TextCNN-LSTM (Convolution Neural Networks–Long Short-Term Memory), and BiLSTM-ATT (Bidi-
rectional Long Short-Term Memory Network–Attention), the model proposed in this paper was more
effective in sentiment analysis. In the experimental data, the model reached a maximum of 0.89, 0.88,
and 0.86 in terms of accuracy, F1 value, and macro-average F1 value, respectively, on both datasets,
proving that the model proposed in this paper was more effective in sentiment analysis of comment
data. The proposed model achieved better performance in the review sentiment analysis task and
significantly outperformed the other comparable models.

Keywords: sentiment analysis; BERT; long short-term memory; convolutional neural network

1. Introduction

With the rapid development and popularity of social media platforms such as Weibo,
Zhihu, and Twitter [1–3], more and more users can post their views, attitudes, and emotions
on certain topics on these social media platforms, resulting in a large amount of textual data
consisting of comments with emotional overtones. Analyzing textual data with emotional
overtones not only makes it possible to obtain information about the user’s psychological
state at the moment, his or her inclination to voice an opinion on various matters, and
to understand the general views and attitudes of users, but the data also have potential
economic value [4]. The analysis can even be used to monitor undesirable comments and
thus ensure online safety. Therefore, sentiment analysis of text comment data has important
research implications.

The three main methods for text sentiment analysis are based on sentiment dictionaries,
machine learning, and deep learning [5]. The sentiment dictionary approach matches a
dataset with words in a sentiment dictionary. It calculates the sentiment polarity of the
text through weighting, but a complete dictionary is challenging to construct [6]. Machine
learning [7] methods use algorithms such as Naive Bayes (NB) and Support Vector Machines
(SVM) to achieve sentiment analysis. Still, traditional machine learning methods often fail
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to integrate contextual information, thoroughly affecting the accuracy of classification, so
they are not well suited to a variety of scenarios. Both methods have apparent drawbacks,
based on which deep learning-based approaches have been proposed [8]. Compared
with traditional machine learning models, deep learning methods can actively extract
text features [9–15], reduce the complexity of text construction features, and perform
better on sentiment analysis tasks. This paper focuses on sentiment analysis using deep
learning methods.

Typical neural network learning methods include Convolutional Neural Networks
(CNN), Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM) networks,
etc. Sentiment analysis methods based on deep learning can be subdivided into single
neural network sentiment analysis methods, hybrid (combined, fused) neural network sen-
timent analysis methods, sentiment analysis with the introduction of attention mechanisms,
and sentiment analysis using pre-trained models. This paper uses pre-trained models
and optimized hybrid (combinatorial, fusion) neural networks for sentiment analysis to
effectively address the problem of ignoring contextual semantics in traditional sentiment
analysis methods and to better extract the semantic information of the corresponding words
to achieve effective sentiment classification of text.

2. Related Studies

Sentiment analysis is an important research hotspot in the field of natural language
processing and has a wide range of research areas in data mining, web mining, text mining,
and opinion analysis. In recent years, sentiment analysis methods based on deep learning
have been widely used, the most common of which are convolutional neural network [16]
models and recurrent neural network models.

With the continuous development of deep learning technology, more and more re-
searchers have started to apply deep learning research methods to sentiment analysis of
text classes. For example, convolutional neural networks and recurrent neural networks
have been widely used by Sun [17] and others have used recurrent neural networks to
process text features in order to address the problem of sparse text features, achieving good
results on Chinese datasets. However, because of the special structure of RNNs, gradient
explosion and gradient dispersion problems are prone to occur. Therefore, variants of
RNNs are generally used to deal with sentiment analysis problems at present.

Alhagr et al. [18] argued that sentiment analysis is essentially a sequence problem
and so they used a Long Short-Term Memory network (LSTM) to deal with sequences and
proposed six LSTM models with different parameters. These models have shown excellent
performance on multiple datasets. However, it is difficult to accurately capture the local
information of a sentence using only LSTM models, so some researchers have also explored
combining deep learning methods such as CNN and LSTM to improve the accuracy of
sentiment analysis.

The convolutional neural network model proposed by Kim [19] is one of the classic
approaches in the field of sentiment analysis. The model used convolutional and max-
pooling operations to extract features from the input text and fed the extracted features into
a fully connected layer for classification. Kim applied the model to an IMDB movie review
dataset and achieved the best performance at the time.

The recurrent neural network-based sentiment analysis method proposed by
Zhuge et al. [20] in 2015 used a Long Short-Term Memory network model (LSTM) to en-
code text and then used a word vector and sentiment dictionary approach for text feature
extraction. The method was applied to several datasets and achieved good performance.

Zhou et al. [21] proposed a deep learning-based sentiment analysis method, the
Bidirectional Long Short-Term Memory Network (BiLSTM) model, for text encoding and
an attention mechanism to adaptively select important text features. In sentiment analysis
tasks, the model could accurately identify sentiment tendencies in text. In addition, the
model had good generalization capabilities and could be applied to different datasets
and tasks.
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Later, Cheng et al. [22] proposed a method for simultaneous text reading compre-
hension and aspect-level-based sentiment analysis. The method used a Gated Recurrent
Unit (GRU) to encode the text and a Multi-Head Attention mechanism to adaptively select
the important features in the text. In addition, the method could simultaneously identify
different aspects of the text and perform sentiment analysis separately, thus improving the
accuracy and efficiency of sentiment analysis.

Munikar et al. [23] used a deep bidirectional language model based on the Transformer
architecture, a pre-trained BERT model, and fine-tuned it. Their experiments showed that
their model outperformed other popular models without the complex architecture.

Based on the above summary comparison, in the field of sentiment analysis [24], deep
learning methods that have been developed in recent years [25–27] can automatically and
quickly extract relevant features from large-scale text data and capture deep semantic infor-
mation more easily, with better classification results. However, there are still limitations in
word vector representation and the neural network feature extraction processes in deep
learning methods [28–30], which may lead to incomplete feature extraction or failure to ad-
equately capture semantic information, thus affecting the classification results. To address
this problem, this paper constructed BERT and optimized an improved CNN-LSTM model
as BERT-ETextCNN-ELSTM (BERT–Enhanced Convolution Neural Networks–Enhanced
Long Short-Term Memory) to improve comment sentiment analysis with improved accu-
racy and efficiency. While retaining the advantages of CNN and LSTM models, the model
was enhanced with the introduction of BERT and optimized CNN-LSTM for representation
learning and generalization, aiming to further improve the accuracy and efficiency of
sentiment analysis.

3. Model Construction

The flow of the model is shown in Figure 1. In this paper, a fused BERT and optimally
improved TextCNN-LSTM model were constructed as BERT-ETextCNN-ELSTM. In the
model architecture, a fusion mechanism was introduced to fuse BERT, text embedding,
and CNN layer representations. This fusion allowed the model to take full advantage of
the deep contextual understanding of BERT and the local feature extraction capabilities
of CNN. The outputs of these different layers were integrated to capture a more com-
prehensive representation of the input text, effectively capturing both global and local
semantic information. Exploiting the synergy of the strengths of the two approaches, BERT
excelled in capturing long-term dependencies and global semantic information, while CNN
enhanced the model’s ability to capture local nuances and fine-grained features. This fusion
enabled our model to effectively capture both macro and micro levels in sentiment analysis,
resulting in better performance in sentiment analysis tasks.

3.1. Input Layer

(1) Data pre-processing: the original text data are cleaned, divided into words, and
deactivated to obtain a data format that can be processed by the model.

(2) Text embedding layer: The text sequence after word separation is mapped into
a high-dimensional vector representation, where each word corresponds to a vector
{W1, W2,..., Wn−1, Wn}, which is used to capture the semantic information of each word. In
the model of this paper, a BERT [31] pre-training model was used for text embedding. The
BERT model is shown in Figure 2.

3.2. Feature Extraction Layer
3.2.1. Enhanced Convolutional Neural Networks

A convolutional neural grid [19] contains convolutional layers, most commonly a
two-dimensional convolutional layer. It has two spatial dimensions, height and width,
which are often used to process image data, and it is currently widely used in sentiment
analysis research [32–34], as shown in Figure 3. The processing of TextCNN in this paper
used the Keras concatenate layer for the second part of the convolutional neural network
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to enhance processing and then put the second part of the six-layer convolutional neural
network into the concatenate layer. Not only did this reduce the complexity of the model
and loss of gradients due to model redundancy, but it also increased the number of output
channels in the TextCNN network, allowing for better extraction of features from the data.
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3.2.2. Enhanced Long and Short-Term Memory Neural Networks

In this paper, an LSTM model was considered and improved on top of the enhanced
convolutional neural network. The LSTM [8] consists of oblivion, input, and output
gates. The oblivion gate determines whether the information needs to be retained by the
sigmoid function; the input gate filters the input information, ignores the information with
the output feature dimension of 0, and updates the current cell state by combining the
temporary and previous cell states; while the output gate selectively retains and ignores the
information at the present moment and calculates the output result by the tanh function as
the input information at the next moment. The structure of the LSTM network is shown in
Figure 4, and the main calculation equations are as follows.

at = tanh(Waxt + Uaht−1 + ba) (1)

it = σ(Wixt + Uiht−1 + bi) (2)

ft = et ◦ σ(W f xt + U f ht−1 + b f ) (3)

ot = σ(Woxt + UOht−1 + bo) (4)

ct = ft ◦ ct−1 + it ◦ at (5)

ht = ot ◦ tanh(ct) (6)

where the activation function σ is a sigmoid-like function such as σ(x) = (1/1 + e−x);
◦ is a Hadamard product operator; U and W denote the weight matrix calculated from the
output ht−1 of the previously hidden layer and the current input xt, respectively; and b* is
the input bias of the three S-shaped functions. In the above equations, it, ft, and ot denote
the outputs of the input, oblivion, and output gates, respectively.

In this paper, the traditional LSTM was considered to rebuild the network model
as Enhanced Long Short-Term Memory (ELSTM), as shown in Figure 5. Therefore, it
can be seen that this paper considered adding a fully connected layer and a dropout
layer on top of the LSTM to prevent the model from overfitting in the training process.
Then, the two neural networks were put into the concatenate layer to form a strengthened
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LSTM neural network. Then, the three strengthened neural networks were put into the
concatenate layer to enhance the LSTM neural network and achieve better extraction of data
features, as shown in Figure 4. The LSTM needed to be connected to a fully connected layer
to transform the output of the LSTM into the desired result. The final product of this paper
was a fully connected layer of four dimensions. Based on the extracted feature vectors, the
output layer used a dropout mechanism combined with softmax for sentiment classification.
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4. Experiment
4.1. Datasets and Pre-Processing

To more fully validate the applicability and stability of the model proposed in this
paper, experiments were conducted on two Chinese datasets, namely the microblog review
dataset simplifyweibo_4_moods and the hotel review dataset ChnSentiCorp_htl_all, which
are described below.

The data were prepared from the official Weibo comment dataset simplifyweibo_4_moods
downloaded from the web, containing four emotions: joy, anger, disgust, and depression.
Each category had about 50,000 comments. The labeling methods and some of the data are
shown in Tables 1 and 2. As each comment came from the web and used more symbolic
language, regular expressions were applied to clean the comments. The words were split
using Jieba in Python, and the length of each comment after breaking was calculated in
preparation for creation of the splitter below. Figure 6 demonstrates that the number
of reviews selected for each category in the chosen dataset was evenly distributed. The
frequency histogram in Figure 7 shows the length of each sentence after the word splitting
process, and it can be seen that the average size was 95 words and most comments were
under 100 words, so the maximum number of words chosen for the next splitter was 100.

Table 1. Description of the simplifyweibo_4_moods dataset.

Field Description

label 0 joy, 1 anger, 2 disgust, 3 depression
review Microblog content

Table 2. Selected data from the simplifyweibo_4_moods dataset.

Serial Number Label Review

257031 2 It’s a nasty feeling, I’m always too impulsive...
56901 0 Come and see my little pill stencil~ ~Wow, wow, wow, wow~

351395 3
The most complete one I’ve found. This is when you go to see

your son in the north. Nostalgia. By the way, why am I
wearing that torn shirt? So ugly...

249801 1
Poor, help this child to turn down, Hope will not be because

of the alleged contact business what responsibility ah... is
wanting fans to want crazy what situation ah? Want to...
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After the first part of the analysis, an understanding of the parameters of the word
splitter was obtained. The Keras tokenizer was used to process the word-sorted data to
obtain a matrix of training, stable, and test datasets, as well as a dictionary of the frequency
and number of words corresponding to the occurrences. The dimensionality of the data
processed by the sorter was 20,000 × 100 for the training set, 8000 × 100 for the stable
set, and 2000 × 100 for the test set, which accounted for 66.7%, 26.7%, and 6.7% of the
dataset, respectively.

The ChnSentiCorp_htl_all dataset was a dataset compiled by Mr. Songbo Tan with
7766 hotel reviews, including 5322 positive reviews and 2444 negative reviews. The
allocation for the dataset was 4660 training samples, 1553 validation samples, and 1553 test
samples for various sentiment analysis-related experiments. They accounted for 60%, 20%,
and 20% of the dataset, respectively. The labeling methods and some of the comment data
are shown in Tables 3 and 4.

Table 3. Description of the ChnSentiCorp_htl_all dataset.

Field Description

label 1 indicates a positive comment, 0 indicates a negative comment
review Content

Table 4. Selected data from the ChnSentiCorp_htl_all dataset.

Serial Number Label Review

5612 0

The room is unimaginably small, it is recommended that large
people do not choose, the average sleeping feet can not be
straight. The room is not more than 10 square feet, and the

color TV is 14...

7321 0
Our family took the kids to the “May Day”. The hotel is a

great place to stay, but it seems to be wrong. 1. The hotel is in
addition to...

3870 1 I went to the West Hill on Saturday to pick oranges and
thought it would be a good hotel to stay at when I passed by...

4057 1 Convenient transportation is within walking distance to
Fisherman’s Wharf and Macau Ferry Terminal...

1452 1 It is a very nice hotel with a big bed and very comfortable.
The hotel staff is very friendly.
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4.2. Evaluation Indicators

This paper used accuracy, F1 score, Macro F1, and binary cross entropy loss function
as evaluation metrics. Accuracy provided a clear judgment of the model’s performance;
F1 score was the summed average of accuracy and recall, which takes into account the
accuracy and recall of the classification model; and Macro F1 was the average F1 score per
category, providing an overview of the overall performance assessment. Below are the
calculation formulas.

Accuracy =
TP + TN

TP + TN + FP + FN
(7)

Precision(P) =
TP

TP + FP
(8)

Recall(R) =
TP

TP + FN
(9)

F1 = 2 × P × R
P + R

(10)

H(p, q) = −∑ p(x)log(q(x)) (11)

where TP indicates the number of sentiment predictions that are positive and correct, and
TN shows the number of sentiment predictions that are negative and correct. FP suggests
the number of harmful category errors predicted as positive. FN indicates the number of
positive category errors predicted as unfavorable. The loss function was calculated using
Equation (11) where p and q represent the true distribution and the prediction, respectively.

4.3. Model Parameter Settings

The model parameters and their descriptions are shown in Table 5.

Table 5. Model parameter settings.

Name of Experimental Parameter Parameter Values

Max Length of Sentences 100
Size of Word Vector 100

Batch Size 100
Window Size 3, 4, 5

Epochs 10
Dropout_rate 0.5

Optimizer Adam
Learning_rate 0.001

4.4. Comparative Tests

To verify the validity of the hybrid neural network model, several classical models
were selected for comparison experiments.

(1) TextCNN: Used for sentiment classification of text, it is a single basic convolutional
neural network sentiment analysis method. In this paper, it was optimized by layer
stacking.

(2) LSTM: Used for sentiment classification of text, it is a single basic long- and short-term
memory neural network sentiment analysis method. In this paper, the LSTM was
enhanced by increasing its number and complexity.

(3) TextCNN-LSTM: The text data are first transformed into word vectors through the
embedding layer, and then features at different levels are extracted through multi-
ple convolutional kernels in the TextCNN part. These extracted features are then
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transformed into a time series and handed over to the LSTM part for subsequent
processing.

(4) BiLSTM-ATT: First, the text sequence is transformed into a word vector through the
embedding layer. Next, an attention mechanism is introduced for weighting the
contribution of different words to the output of a given input text sequence to obtain
more accurate and important information.

(5) Attention-Based Convolutional Neural Network (ABCNN): Combining the attention
mechanism and CNN to sentence modeling, the goal is to construct a new sentence
model containing sentence contextual relationships by taking into account the correla-
tions between sentences through the attention mechanism.

(6) BERT-ETextCNN-ELSTM: First, the input text sentences are processed by the BERT
pre-training model to obtain the corresponding word vector representation. Then,
the TextCNN is optimally fused with an LSTM enhanced by increasing the number
and complexity through layer stacking into an ETextCNN-ELSTM, after which the
obtained word vectors are input into the ETextCNN-ELSTM to capture the features in
the text sequence to different degrees through multiple convolutional kernels.

4.5. Analysis of Experimental Results

The error and accuracy obtained by the BERT-ETextCNN-ELSTM model trained on
the simplifyweibo_4_moods and ChnSentiCorp_htl_all datasets at different numbers of
iterations are shown in Figures 8 and 9. We can see that the accuracy of the model on the
training set reached its highest at the 10th iteration, and therefore the number of iterations
for this model was chosen to be 10.
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From the above experiments, we can see that the number of iterations also affected the
performance of the models, so we compared the results of each comparison model at differ-
ent iterations to select the most appropriate number of iterations. Figures 10 and 11 show
the experimental results for the six comparison models on the simplifyweibo_4_moods and
ChnSentiCorp_htl_all datasets at different numbers of iterations.

From the above results, it can be seen that the BERT-ETextCNN-ELSTM model
achieved the best sentiment analysis performance on both datasets compared to the other
five comparison models, and it can also be seen that the best results were achieved when
the number of iterations was 10, so the number of iterations for the model in this paper
was set to 10.



Electronics 2023, 12, 2910 11 of 17

Electronics 2023, 12, x FOR PEER REVIEW 11 of 18 
 

 

 
Figure 8. Loss and accuracy of the simplifyweibo_4_moods dataset. 

 
Figure 9. Loss and accuracy of the ChnSentiCorp_htl_all. 

From the above experiments, we can see that the number of iterations also affected 
the performance of the models, so we compared the results of each comparison model at 
different iterations to select the most appropriate number of iterations. Figures 10 and 11 
show the experimental results for the six comparison models on the simplify-
weibo_4_moods and ChnSentiCorp_htl_all datasets at different numbers of iterations. 

Figure 9. Loss and accuracy of the ChnSentiCorp_htl_all.

Electronics 2023, 12, x FOR PEER REVIEW 12 of 18 
 

 

 
Figure 10. Accuracy of comparison models on the simplifyweibo_4_moods dataset. 

 
Figure 11. Accuracy of comparison models on the ChnSentiCorp_htl_all dataset. 

From the above results, it can be seen that the BERT-ETextCNN-ELSTM model 
achieved the best sentiment analysis performance on both datasets compared to the other 
five comparison models, and it can also be seen that the best results were achieved when 
the number of iterations was 10, so the number of iterations for the model in this paper 
was set to 10. 

In the training process of the model, this experiment introduced the dropout method. 
The dropout value is an important parameter, and a suitable value can make the model 
converge better, prevent the model from overfitting, and improve the performance of the 
model. Therefore, we chose different dropout values for training. The dropout values set 
in this experiment were [0.2, 0.3, 0.4, 0.5, 0.6, 0.7], and the best dropout value was selected 
from the training results of the model. The experiments were conducted on the simplify-
weibo_4_moods dataset and the results of the experiments on the simplify-
weibo_4_moods and ChnSentiCorp_htl_all dataset are shown in Figures 12 and 13. 
Through the results we can see that only the LSTM model worked best when the dropout 

Figure 10. Accuracy of comparison models on the simplifyweibo_4_moods dataset.

Electronics 2023, 12, x FOR PEER REVIEW 12 of 18 
 

 

 
Figure 10. Accuracy of comparison models on the simplifyweibo_4_moods dataset. 

 
Figure 11. Accuracy of comparison models on the ChnSentiCorp_htl_all dataset. 

From the above results, it can be seen that the BERT-ETextCNN-ELSTM model 
achieved the best sentiment analysis performance on both datasets compared to the other 
five comparison models, and it can also be seen that the best results were achieved when 
the number of iterations was 10, so the number of iterations for the model in this paper 
was set to 10. 

In the training process of the model, this experiment introduced the dropout method. 
The dropout value is an important parameter, and a suitable value can make the model 
converge better, prevent the model from overfitting, and improve the performance of the 
model. Therefore, we chose different dropout values for training. The dropout values set 
in this experiment were [0.2, 0.3, 0.4, 0.5, 0.6, 0.7], and the best dropout value was selected 
from the training results of the model. The experiments were conducted on the simplify-
weibo_4_moods dataset and the results of the experiments on the simplify-
weibo_4_moods and ChnSentiCorp_htl_all dataset are shown in Figures 12 and 13. 
Through the results we can see that only the LSTM model worked best when the dropout 

Figure 11. Accuracy of comparison models on the ChnSentiCorp_htl_all dataset.



Electronics 2023, 12, 2910 12 of 17

In the training process of the model, this experiment introduced the dropout method.
The dropout value is an important parameter, and a suitable value can make the model
converge better, prevent the model from overfitting, and improve the performance of the
model. Therefore, we chose different dropout values for training. The dropout values set
in this experiment were [0.2, 0.3, 0.4, 0.5, 0.6, 0.7], and the best dropout value was selected
from the training results of the model. The experiments were conducted on the simplify-
weibo_4_moods dataset and the results of the experiments on the simplifyweibo_4_moods
and ChnSentiCorp_htl_all dataset are shown in Figures 12 and 13. Through the results we
can see that only the LSTM model worked best when the dropout value was 0.6, while the
rest of the models achieved the best results when the dropout value was 0.5. The dropout
value at this time could guarantee the accuracy of the results on the premise of the dropout
value effectively preventing the model from overfitting, so the dropout value of the model
in this paper was set to 0.5.
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In the process of gradient back propagation to update the parameters of the neural
network, the optimizer used in this experiment was Adam. The Adam optimization
algorithm is computationally efficient and converges quickly. To better exploit the efficiency
of this algorithm, this paper chose different learning rate values to conduct experiments
on the simplifyweibo_4_moods and ChnSentiCorp_htl_all datasets. The results on the
simplifyweibo_4_moods and ChnSentiCorp_htl_all datasets are shown in Figures 14 and 15.
From the experimental results, it can be seen that the model had the highest accuracy when
the corresponding learning rate of Adam was 0.001. Therefore, the learning rate of the
Adam optimizer in this paper was taken to be 0.001.
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The experimental results of the proposed model and other comparative models on the
simplifyweibo_4_moods and ChnSentiCorp_htl_all datasets are shown in Tables 6 and 7 and
Figure 16. To verify the effectiveness of the hybrid (combined, fused) neural network model
proposed in this paper, using pre-trained models as well as optimized ones, several classical
models were selected for comparison experiments. In the single neural network approach
to sentiment analysis, the TextCNN and LSTM models were selected for comparison
experiments. In the hybrid (combined, fused) neural network approach to sentiment
analysis, among the sentiment analysis methods that introduce an attention mechanism,
BiLSTM-ATT and Attention-Based Convolutional Neural Network (ABCNN) were chosen
for comparison experiments. In both experiments, the best results of each model were
selected for comparison.

Table 6. Table comparing experimental results on the simplifyweibo_4_moods dataset.

Model Accuracy F1 Score Macro F1

TextCNN 0.72 0.71 0.69
LSTM 0.76 0.74 0.72

TextCNN-LSTM 0.81 0.79 0.78
BiLSTM-ATT 0.79 0.78 0.77

Attention-Based Convolutional
Neural Network (ABCNN) 0.82 0.80 0.79

BERT-ETextCNN-ELSTM 0.86 0.85 0.84

Table 7. Table comparing experimental results on the ChnSentiCorp_htl_all dataset.

Model Accuracy F1 Score Macro F1

TextCNN 0.76 0.75 0.74
LSTM 0.80 0.79 0.78

TextCNN-LSTM 0.86 0.85 0.83
BiLSTM-ATT 0.83 0.81 0.79

Attention-Based Convolutional
Neural Network (ABCNN) 0.85 0.84 0.83

BERT-ETextCNN-ELSTM 0.89 0.88 0.86
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From the experimental results, it can be seen that the BERT-ETextCNN-ELSTM model
proposed in this paper achieved the best sentiment analysis performance on both the
simplifyweibo_4_moods and ChnSentiCorp_htl_all datasets, with the highest accuracy,
F1 value, and macro-average F1 value. From the results, it can be seen that the overall
performances of TextCNN-LSTM, BiLSTM-ATT, Attention-Based Convolutional Neural
Network (ABCNN), and the model in this paper, BERT-ETextCNN-ELSTM, were signifi-
cantly higher than those of TextCNN and LSTM. Additionally, the hybrid (combined, fused)
neural networks for sentiment analysis compared to single neural network approaches
were studied, and the advantages of different approaches were considered before com-
bining and improving these approaches. Their use for sentiment analysis achieved good
results, indicating that this approach was significantly effective in alleviating the problem of
reliance on the model’s structure. Among the hybrid models, the performance of the model
proposed in this paper, BERT-ETextCNN-ELSTM, was significantly higher than that of
TextCNN-LSTM, BiLSTM-ATT, and ABCNN, indicating that the BERT model incorporated
in this paper could better handle contextual information and deal with problems such as
polysemy and ambiguity. In addition, the optimization of TextCNN-LSTM in this paper
enabled the model to more fully exploit the deep semantic information of short textbooks,
thus further improving sentiment analysis of comment data.

5. Conclusions

With the development of the Internet, comment data have become more diverse and
the structure of comment data has become more complex. Traditional sentiment analysis
methods are no longer able to produce results with great accuracy, and deep learning
methods are constantly developing new models due to their ability to actively extract text
features and their excellent performance in sentiment analysis tasks.

The research content of this paper aimed to address the shortcomings in deep learning
and improve its sentiment analysis performance. The main contributions and findings of
this thesis are as follows:

In response to the problem that traditional deep learning models cannot extract deep
semantic information and that it becomes more difficult for traditional deep learning mod-
els to extract text features when the information from review data keeps changing, such
as the emergence of new vocabulary, an optimized CNN-LSTM model was proposed to
better complete the extraction of features. The model superimposed layers on the convolu-
tional neural network, which not only reduced the complexity of the model and gradient
disappearance due to redundancy of the model, but it also increased the output channels
in the TextCNN network, enhanced the LSTM, increased the number and complexity of the
LSTM, and achieved better extraction of data features.

By introducing the BERT model, our model could take full advantage of deep bi-
directional contextual understanding to better capture the global semantic information of
sentences. The pre-training capability of BERT and learning from a large corpus enabled
our model to better understand Chinese text and perform an accurate analysis of sentiment.
Experimental results on two publicly available datasets, simplifyweibo_4_moods and
ChnSentiCorp_htl_all, validated the superiority of our model over current mainstream
models and achieved better performance and results. This demonstrated the robustness
and applicability of the model, as well as its effectiveness for Chinese sentiment analysis
tasks. However, comment data from websites have complex issues such as imperfect
expression and inaccuracy. This experiment will further refine the advancement of the
algorithm since, for example, speech, images, and videos also intuitively express people’s
emotions, and the next work will also explore applications in the fields of speech, image,
and video processing to improve the accuracy of the analysis.
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