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Abstract: Single sensors often fail to meet the needs of practical applications due to their lack of
robustness and poor detection accuracy in harsh weather and complex environments. A vehicle
detection method based on the fusion of millimeter wave (mmWave) radar and monocular vision
was proposed to solve this problem in this paper. The method successfully combines the benefits
of mmWave radar for measuring distance and speed with the vision for classifying objects. Firstly,
the raw point cloud data of mmWave radar can be processed by the proposed data pre-processing
algorithm to obtain 3D detection points with higher confidence. Next, the density-based spatial
clustering of applications with noise (DBSCAN) clustering fusion algorithm and the nearest neighbor
algorithm were also used to correlate the same frame data and adjacent frame data, respectively. Then,
the effective targets from mmWave radar and vision were matched under temporal-spatio alignment.
In addition, the successfully matched targets were output by using the Kalman weighted fusion
algorithm. Targets that were not successfully matched were marked as new targets for tracking and
handled in a valid cycle. Finally, experiments demonstrated that the proposed method can improve
target localization and detection accuracy, reduce missed detection occurrences, and efficiently fuse
the data from the two sensors.

Keywords: vehicle detection; mmWave radar; monocular vision; fusion

1. Introduction

Self-driving technology is a significant development direction in the field of intelligent
transportation [1]. Achieving self-driving technology on roads requires vehicles to per-
form autonomous operations and behavioral decisions [2,3]. Self-driving vehicles operate
autonomously and make behavioral decisions mainly through sensor perception of the
environment. The primary sensors currently used for self-driving environment sensing are
Lidar, millimeter wave (mmWave) radar, ultrasonic radar, and cameras [4]. Each sensor
has its advantages and disadvantages. Lidar has the advantage of obtaining accurate
three-dimensional information about an object but is susceptible to small particles in the
air [5] and is more expensive. mmWave radar has a deeper detection range and higher
distance and velocity resolution. It can work in all kinds of weather but it is unable to
recognize the sort of target and frequently outputs target information with a lot of random
noise [6–8]. Ultrasonic radar has the advantages of high penetrating power, simple distance
measurement method, and low cost [9,10]. However, it also has the obvious disadvan-
tage that the transmission speed of ultrasound varies in different weather conditions is
slower. The advantages of the camera are low cost, rich information, and ease of percep-
tion and classification, but it is significantly impacted by light and it is difficult to obtain
three-dimensional information about the target.

It can be concluded that single-sensor target detection often has many drawbacks and
finds it hard to satisfy the demands of applications in complex road environments. To detect
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obstacles on the road more comprehensively, multi-sensor information fusion, including
mmWave radar, Lidar, and cameras, are often used [11–15]. Indeed, mmWave radar can
detect the location and speed of vehicles and pedestrians, while cameras can provide
additional visual information. The fusion of information from these two sensors allows for
automatic vehicle control, including technologies such as smart braking, automatic parking,
and driverlessness. It provides more accurate and comprehensive information about
the vehicle’s environment, effectively improving the safety and reliability of self-driving
vehicles. On the other hand, both mmWave radar and cameras are inexpensive. Therefore,
their fusion is the most widely studied among multi-sensor fusion techniques [16–19].

In the study of information fusion of mmWave radar and vision, as early as 2002,
Masaki et al. used the target points obtained by radar projected into the image pixel coordi-
nate system to expand the generated target hypothesis region, then used the traditional
visual target detection method for target class identification [20], it can successfully combine
data from mmWave radar and cameras. However, the mmWave radar at that time could
only detect a few targets, the detection distance was very close, and there was a severe
problem of missed detection [21]. To solve the issue of mmWave radar miss detection, some
scholars use the same fusion to perform vehicle detection by simultaneously extracting
the target hypothesis region from the under-vehicle shadow and mmWave radar points.
Compared with [20], in [22], after the mmWave radar points are converted to the pixel
coordinate system to acquire the target hypothesis region, then the target hypothesis re-
gion is directly fed into the RPN for target classification, which dramatically improves the
detection efficiency of the network.

Nowadays, deep learning algorithms for visual object detection have improved in
efficiency and detection accuracy as a result of advances in deep learning technology [23,24].
The categories of inspections have grown greatly, and the reliance on the environment
has shrunk [25]. So more and more scholars have replaced the traditional visual target
detection methods with deep learning visual target detection methods. In [26], a target
detection scheme is proposed based on information fusion between mmWave radar and the
camera. Where the visual object detection method uses the improved YOLOv5s algorithm,
and this scheme is applied to the detection of multi-target obstacles in farmland, which has
been proven to significantly improve detection efficiency and detection accuracy.

Based on the above analysis, although all these multi-sensor fusion target detection
methods are faster or better than single-sensor target detection methods. Nevertheless,
detection accuracy, system robustness, and real-time performance still have many draw-
backs and shortcomings. Therefore, a vehicle detection method based on the fusion of
mmWave radar and monocular vision is proposed in this paper. This method combines the
advantages of mmWave radar and vision and uses the data pre-processing algorithm to
filter the mmWave radar data at the detection scene, which can effectively eliminate the
influence of interference targets. Then the density-based spatial clustering of applications
with noise (DBSCAN) clustering fusion algorithm [27] and the nearest neighbor algorithm
are used to correlate the same frame data and adjacent frame data, respectively. This
effectively reduces the miss of targets temporarily caused by bumps. Finally, the matched
targets are processed by Kalman weighted fusion output algorithm. For targets that are
not successfully matched, they are tracked and then output [28]. Experiments show that
this method not only achieves accurate detection of vehicle targets but also effectively
fuses information from mmWave radar and monocular cameras and acquires accurate
and comprehensive target information. The following is a summary of the significant
contributions made by the proposed method.

(1) More optimal use of mmWave radar data. The use of data pre-processing algo-
rithms to filter out point cloud data from interfering targets in advance to reduce false
detections and missed detections when mmWave radar detects a target;

(2) The use of decision-level fusion can decrease the amount of data processing needed
by the system, increase target placement accuracy, and improve system robustness;
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(3) The speed of the data processing is enhanced using a one-stage visual target
detection technique, and target images of real urban road scenes are used as the training
set so that the system can be fully utilized on real roads.

The remaining sections of this article are structured as follows. Section 2 presents
an examination of the data fusion model and a description of the issue. In Section 3,
some specific steps and algorithms for information fusion are described. The experimental
findings of this study are displayed in Section 4. In Section 5, conclusions are made at
the end.

2. Data Fusion Model

The data fusion model based on mmWave radar and monocular vision is shown in
Figure 1.

Figure 1. Data fusion model based on mmWave radar and monocular vision.

The data fusion model is mainly divided into the mmWave radar module, the monoc-
ular vision module, and the fusion module. In the mmWave radar module, some 3D
detection points can be obtained after processing by range-FFT, doppler-FFT, constant false
alarm rate detector (CFAR), and direction of arrival (DOA) algorithms. The 3D detection
points are processed by the data pre-processing and the DBSCAN algorithms, and the
sequence of valid radar targets (x, y, z, v) is output. The image data are processed by the
YOLOv4 and monocular camera ranging algorithms, and the sequence of valid monocular
vision targets (y, type) is output, where x, y, and z are the location information of valid
targets. v and type are the velocity and type information of the valid target, which are
used as supplementary information. The valid targets detected by the two sensors are then
output to the fusion module for target matching. For the successfully matched target, the
information of the target is output using Kalman-weighted fusion. The output information
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includes the target coordinates, type, and velocity. For the successfully matched target, they
will be marked as new targets for tracking and handled in a valid cycle.

3. Realization of Fusion
3.1. Temporal Alignment

The timely synchronization of data acquisition for the mmWave radar and the monoc-
ular camera is essential to ensuring the correctness of the fusion. The sampling period of
the mmWave radar is 40 ms. The sampling period of the monocular camera is about 33 ms.
Based on the maximum speed specified for urban roads in China, calculations show that
the difference in the images captured by the camera within the 33 ms acquisition period is
slight. The change in the longitudinal distance of the target motion converted to the image
pixel coordinate system is also tiny within the error time generated by the time matching.
So the time-matching method used in this paper uses the data measurement time of the
lower-frequency mmWave radar as a reference to achieve backward compatibility with the
higher-frequency camera data, as shown in Figure 2.

Figure 2. Temporal alignment of sensors data.

3.2. Spatio Calibration

In the case where the mmWave radar data and the monocular camera data have been
time matched, in order to accurately convert the mmWave 3D detection points into pixels
on the image to achieve the fusion of the two sensors, we must determine how the pixel
coordinate system and the mmWave radar coordinate system are related [22,29–33]. Some
sort of intermediary coordinate system was required to aid in the transformation, as shown
in Figure 3.

Figure 3. Transformation between different coordinate systems.
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The conversion process between the mmWave radar coordinate system and the pixel
coordinate system can be completed in two primary steps. The mmWave radar coordinate
system must first be converted to the world coordinate system. The second step is to
construct a link between the coordinate systems of the world and pixels. As shown in
Figure 4, the mmWave radar coordinate system Or − XrOrZr can be translated or rotated
to obtain the world coordinate system Ow − XwOwZw. The coordinate transformation
relationship satisfies:

Xw = Rcosαcosθ (1)

Yw = Rsinθ − H (2)

Zw = Z0 + Rcosαsinθ, (3)

where H is the distance between XrOrZr plane and XwOwZw plane. The point P is a point
in the mmWave radar detection range, and the OrZr axis is in the YwOwZw plane. The OrXr
axis is separated from the XwOwYw plane by Z0.

Figure 4. mmWave Radar detection plane and world coordinate system.

As shown in Figure 5, the following coordinate system connection is the fundamental
method for establishing the link between the world coordinate system and the pixel
coordinate system [34,35].

Figure 5. Schematic of coordinate system relationships.
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The point P(Xw, Yw, Zw) in the world coordinate system Ow − XwOwZw corresponds
to the point p(x, y) in the image coordinate system xOy. To simplify the transformation
process, the world coordinate system Ow − XwOwZw and the camera coordinate system
Oc − XcOcZc are chosen to be the same coordinate system. Then the coordinates of the
point P are also (Xc, Yc, Zc).

The camera coordinate system Oc − XcOcZc can be converted to the image coordinate
system xOy by perspective projection. Both the pixel coordinate system and the image
coordinate system lie on the plane, so only the origin and measurement units need to be
converted. As shown in Figure 5, according to the similar triangle principle, we can get:

x
Xc

=
f

Zc
(4)

y
Yc

=
f

Zc
. (5)

Thus, the matrix relationship of the transformation of points in the camera coordinate
system Oc − XcOcZc to the image coordinate system xOy can be shown as:x

y
1

 =
1

Zc

 f 0 0
0 f 0
0 0 1

Xc
Yc
Zc.

 (6)

Further, the relationship of points transformed in the image coordinate system xOy to
the pixel coordinate system uO0v can be expressed as:

u = x ∗ k + u0 (7)

v = y ∗ l + v0, (8)

where k and l are the pixel densities in the x and y directions of the image, respectively, and
u0 and v0 are the initial pixel offsets in the x and y directions, respectively. Therefore, it is
possible to determine the connection between the world coordinate system and the pixel
coordinate system by:

Zc

u
v
1

 =

k 0 u0
0 l v0
0 0 1

 f 0 0 0
0 f 0 0
0 0 1 0

[ R T
−→
0 1

]
Xω

Yw
Zw
1



=

k f 0 u0 0
0 l f v0 0
0 0 1 0

[ R T
−→
0 1

]
Xw
Yw
Zw
1

 = M1M2


Xw
Yw
Zw
1,


(9)

where R and T are the rotation matrix and the translation matrix between the camera
coordinate system and the world coordinate system, respectively. Zc is the Z-axis coordinate
of the observation point in the camera coordinate system. f is the focal length of the camera.
M1 and M2 are the internal parameter matrix and the external parameter matrix of the
camera, respectively.

In order to obtain the parameters of the model, the camera needs to be calibrated with
a checkerboard grid [36]. The relative position of each corner point in the checkerboard
grid was known. A 10 × 7 square grid calibration board with a single square size of
39 mm × 39 mm was selected, and 16 grid images were obtained with a fixed camera
position at various angles and distances, as shown in Figure 6.
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Figure 6. Checkerboard calibration diagram.

Using the camera calibration function integrated into the MATLAB toolbox, the above
16 images were entered and calibrated. Then the actual size of the cells in the checkerboard
grid of 39 mm was entered. Finally, the camera’s internal parameters, aberration matrix, and
external parameters were obtained. The external parameters are related to the installation
position of the camera in 3D space and the values are transformed, while the internal
parameters and the aberration matrix are unique. After passing the calibration, the internal
parameter matrix and the external parameter matrix of the camera were:

Internal parameter matrix :

2032.1 0 1338
0 2033.2 741.8
0 0 1



External parameter matrix :


1 0 0 0
0 1 0 180
0 0 1 100
0 0 0 1


3.3. mmWave Radar Data Processing
3.3.1. mmWave Radar Data Pre-Processing Algorithms

mmWave radar data were processed by range-FFT, doppler-FFT, and CFAR algorithms [37].
Then 3D detection points can be obtained through the DOA estimation algorithm [38].
These 3D detection points include the target’s 3D detection points of the target and the 3D
detection points of the interfering targets, such as roadside trash cans, billboards, guardrails,
trees, and other invalid targets generated by other clutter interference, as well as some
empty targets. To reduce the amount of post-processing data, it is essential to pre-process
the mmWave radar 3D detection points obtained after DOA estimation. For the road area
in front of the vehicle, we only focused on the targets in this lane and the left and right
lanes so we could set the lateral distance according to the actual lane distance, which can
filter out the interference targets on the non-lane next to the road. For the invalid target
in the lane, the validity of the five frames of the tracking test was conducted to determine
whether it was an invalid target. Whether the target was empty or not, it can be determined
by whether its parameter was 0 or not.
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3.3.2. Acquisition of Effective mmWave Radar Targets

The reliability of the processed 3D detection points is high. However, there is no
correlation between each 3D detection point in the same frame of mmWave radar data and
no correlation between 3D detection points in different frames. Therefore, it was necessary
to correlate the 3D detection points of mmWave radar to acquire and track each target.

(1) An improved algorithm based on DBSCAN clustering fusion

In the mmWave radar 3D detection points, there may be a case where one target
corresponds to multiple 3D detection points. The correlation between mmWave radar data
of the same frame was used to determine which 3D detection points are from the same
target and gather the target points of the same object together. Currently, the commonly
used clustering algorithms in engineering mainly include the K-Means algorithm [39] and
the DBSCAN algorithm. The K-Means algorithm is simple in principle but it does not apply
to the clustering of mmWave radar 3D detection points because it needs to set the K value
in advance. That is, the number of targets to be clustered in each frame is given in advance,
which does not apply to the actual road situation with unknown targets. The DBSCAN
algorithm does not require the number of clustering targets to be set in advance as long
as specific parameters are entered. In this paper, a DBSCAN clustering-based Euclidean
distance fusion algorithm was designed based on the characteristics of mmWave radar
3D detection points. The specified radius and the minimum point were set according to
the actual multiple test data and the specific dimensions of the vehicle. In several data
clusters obtained by DBSCAN clustering fusion, the 3D detection points in each cluster
were averaged by Euclidean distance to obtain the 3D detection point that can represent
the target.

(2) Data association algorithm based on the nearest neighbor method.

Using the association between the data of previous and subsequent frames, it is
possible to determine which target data points in the next frame are the continuation of
the target data points of the previous frame. The nearest neighbor algorithm [40,41] is
one of the most basic methods for data association between previous and subsequent
frames. Its essence is to find the point closest to the previous frame data point from the
subsequent frame data for the association. Due to its simple principle, high timeliness, and
easy implementation, we used the nearest neighbor method to realize the data association
between the front and back frames in this paper.

3.4. Monocular Camera Data Processing
3.4.1. Monocular Camera Ranging Algorithm

In this paper, the principle of the monocular camera ranging algorithm was as follows
Figure 7.

Figure 7. Monocular camera ranging schematic.
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p is the camera focus, f is the camera focal length, H is the camera installation height,
y1 is the y-image coordinate of the rear wheel of the B target vehicle and the ground
grounding point, and y2 is the y-image coordinate of the rear wheel of the C target vehicle
and the ground grounding point. D1 and D2 are the distances from the rear wheels of the
targets B and C to the camera, respectively. Using the principle of triangle similarity, we
can get the following:

y1

f
=

H
D1

(10)

y2

f
=

H
D2

, (11)

where y1 and y2 are the values in the image coordinate system; the unit is mm. The pixel
coordinate value in the image also needs to be converted to the image coordinates, and the
transformation relation as:

y =
Y− dy

l
, (12)

where dy is the offset between the camera axis and the image plane y, and l is the pixel
density in the y-direction of the image. The distance D between the target and the camera
can be estimated from the pixel height coordinate value of the target. It is expressed as:

D =
H f l

Y− dy
. (13)

3.4.2. Target Detection of the Camera

YOLOv4 [42], as a classical one-stage detection network model, has high detection
accuracy and efficiency. YOLOv4’s average precision (AP) value is nearly 15% higher than
that of the SSD, and the detection speed is almost the same. Compared with the two-
stage fast-RCNN algorithm, the detection speed of YOLOv4 is dozens of times faster. In
comparison to the previous generation YOLOv3, YOLOv4 improves detection accuracy by
approximately 10% while keeping the detection speed unchanged. Among many detection
networks, the YOLOv4 combines detection efficiency and accuracy with a relatively high-
cost performance. In this paper, the YOLOv4 network was used as a visual target detection
algorithm, vehicles in road traffic environments were used as detection objects, 28,000 real
vehicle images were used as the training set, and 2000 real vehicle images were used as the
test set for the network training of YOLOv4.

3.5. Fusion of Sensors Data
3.5.1. Target Matching

Due to the error caused by testing and conversion and external interference, the target
information detected by mmWave radar and camera may differ. Therefore, the valid targets
detected by the two sensors must be matched to determine whether the measurements from
the different sensors belong to the same target. The matching condition in this paper was
mainly the Euclidean distance between the pixel point on the image corresponding to the
mmWave radar point cloud data and the midpoint of the visual target detection recognition
box, as well as the longitudinal distance of the target calculated by the monocular ranging
model and the longitudinal distance of the target measured by the mmWave radar. It can
be defined as:

∆Ed =
√
(ui − uj)2 + (vi − vj)2 (14)

∆d =
∣∣di − dj

∣∣, (15)

where ∆Ed is the Euclidean distance between the pixel point on the image corresponding
to the mmWave radar 3D detection points and the midpoint of the visual target detection
recognition box, ui is the horizontal coordinate of the image pixel point corresponding
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to the mmWave radar 3D detection points, and vi is the vertical coordinate of the image
pixel point corresponding to the mmWave radar 3D detection points. uj is the horizontal
coordinate of the pixel at the center of the rectangular box identified by the target vision,
and vj is the vertical coordinate of the pixel at the center of the rectangular box identified
by the target vision. di is the longitudinal distance of the target measured by the mmWave
radar, and dj is the longitudinal distance of the target calculated by the camera range
measurement algorithm. Then the result obtained according to Equations (14) and (15) are
compared with the Euclidean distance threshold and the longitudinal distance threshold.
It may be described using the formula below:

∆Ed < Edth (16)

∆d < dth, (17)

where Edth is the threshold for pixel Euclidean distance and dth is the threshold for longitudi-
nal distance. If the relationship between the measured values of the two sensors satisfies the
Equations (16) and (17), then the two targets are considered to be successfully matched and
output using the Kalman-weighted fusion algorithm. Conversely, if the relationship between
the measured values of the two sensors does not satisfy any of the Equations (16) and (17),
then the match between these two targets is considered unsuccessful.

3.5.2. Target Fusion

When mmWave radar effective targets and effective camera targets are processed by
corresponding target matching algorithms, there may be two situations: successful match-
ing and unsuccessful matching. If the target data are successfully matched, the target dis-
tance parameters are weighted using a Kalman weighted fusion algorithm to output the dis-
tance parameters measured by the two sensors. The following is the computation process:

Ẑ = (1− K)Z1 + K ∗ Z2, (18)

where K is the Kalman gain; it ranges from 0 to 1, i.e., [0, 1]. Z1 is the measured value of
the parameter of the mmWave radar, and Z2 is the measured value of the parameter of
the camera. We need to find the value of K that makes the least standard deviation of the
estimated value. Based on the relationship between variance and standard deviation, it can
be deduced as follows:

σ2
z = Var((1− K)Z1 + K ∗ Z2). (19)

Since the measured values Z1 of the mmWave and Z2 of the monocular camera are
independent of each other, the standard deviation σ2

z can be further obtained as:

σ2
z = (1− K)2 ∗ σ2

1 + K2 ∗ σ2
2 . (20)

To obtain the minimum value of the variance of the estimated value, it is necessary to
find the derivative of K and then make it equal to 0 to obtain the extreme value. After the
derivation, the Kalman gain K can be further expressed as:

K =
σ2

1
σ2

1 + σ2
2

, (21)

where σ2
z is the standard deviation of the estimated value Ẑ, σ2

1 is the standard deviation of
the measured value Z1 and σ2

2 is the standard deviation of the measured value Z2.
When the effective targets of the mmWave radar and the monocular camera cannot be

successfully matched, there are two main scenarios.
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(1) Target is detected by the monocular camera but not by the mmWave radar.

The presence of a target was determined by the confidence level obtained by the
YOLOv4 algorithm. If the confidence level was greater than 0.8, the target was considered
present and the output parameters were temporarily used as measured by the monocular
camera ranging algorithm. The data were then matched to the radar data frames in the
next few frames.

(2) Target is detected by the mmWave radar but not by the camera.

The mmWave radar data were processed and tracked for five frames before and after.
If the target was always present, the output directly used the target parameters detected by
the mmWave radar. If the target was lost, the target was considered lost due to bumps and
uneven road surfaces, and the target data were discarded directly.

4. Experiments and Results

To verify the superiority of the proposed method for vehicle detection based on the
fusion of mmWave radar and monocular vision, the mmWave radar and monocular camera
were mounted on the same tripod for a series of experiments. As shown in Figure 8, in the
mmWave radar module, a Texas Instruments (TI) cascaded MMW radar system consisting
of MMWAVCAS-RF-EVM and MMWAVCAS-DSP-EVM was used for follow-up work [43].
The system relies on the multiple-input multiple-output (MIMO) regime for target detection
by transmitting frequency-modulated continuous waves (FMCW). This radar system has
16 receiving and 12 transmitting elements. So, the MMW radar can form a sizeable virtual
array, providing higher detection accuracy for target detection. In the monocular vision
module, a 1080p resolution Hewlett-Packard (HP) monocular camera was used for follow-
up work. It transmits data to the computer via the universal serial bus(USB). The center of
the camera establishes the camera coordinate system and the mmWave radar coordinate
system is established by the center point of the mmWave radar. At the road intersection of
the school, the hardware system was used to collect data for offline verification to evaluate
the feasibility of the vehicle detection method based on the fusion of mmWave radar and
monocular vision.

Figure 8. Hardware system diagram of mmWave radar and monocular camera.
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4.1. Validation of mmWave Radar Algorithms

The built hardware system platform was used to detect vehicle targets at school inter-
sections and to verify the relevant algorithms of the mmWave radar proposed in Section 3.3.
The actual distance and speed of vehicle targets are shown in Figure 9. The distance and
speed in the picture were manually measured and calibrated.

Figure 9. The actual distance of the target.

Figure 10a shows the 3D detection points map of the detection scene in Figure 9,
obtained by processing the raw mmWave radar data by range-FFT, doppler-FFT, CFAR,
and DOA estimation algorithms. It can be found that the 3D detection points include both
the target 3D detection points and the 3D detection points of many other interfering targets.
According to the algorithm proposed in Section 3.3, the 3D detection points of the detection
scene were processed and the results are shown in Figure 10. By comparing Figure 10a,b,
it can be found that the data pre-processing algorithms proposed in Section 3.3.1 can
effectively filter most of the 3D detection points with interfering targets, and get the 3D
detection points with small amount of data and containing target information. In addition,
as shown in Figure 10c,d, the improved algorithm based on DBSCAN clustering fusion
proposed in Section 3.3.2 can effectively cluster multiple 3D detection points corresponding
to the same target, and then Euclidean distance averaging yields 3D detection points that
can represent the actual target location and eliminate some non-target clusters. Compared
with the actual measured value of the target in Figure 9, the distance error between the 3D
detection points of the stationary target on the left and the measured distance values in the
x-direction is about 0.11 m and the distance error in the y-direction is about 0.78 m. The
distance error between the 3D detection points, representing the stationary target on the
right and the measured distance values in the x-direction is about 0.3 m, and the distance
error in the y-direction is about 0.53 m. The velocity of both targets, is roughly 0 m/s, which
matches the target situation. On the other hand, it can be found that, after the DBSCAN
clustering algorithm and the Euclidean distance averaging process, an interfering target
with a distance of −7 m in the x-direction and 16 m in the y-direction was added. This
interfering target can be eliminated by the target fusion algorithm proposed in Section 3.5.2.
After calculation, it shows that the distance error caused by the conversion to image pixels
does not change much, so the obtained 3D detection points can be effectively converted to
the pixel coordinate system on behalf of the target for further processing.



Electronics 2023, 12, 2840 13 of 19

(a) (b)

(c) (d)

Figure 10. Processing of mmWave radar algorithms. (a) Original 3D detection point. (b) 3D detection
points after data pre-processing. (c) DBSCAN clustering algorithm processing results. (d) The target
points obtained by averaging the clustered data.

4.2. Validation of YOLOv4 Algorithm and Monocular Camera Ranging Algorithm

The collected monocular camera data were processed using the trained YOLOv4
network. The results are shown in Figure 11. The trained YOLOv4 network can detect the
target well without occlusion and at short distances.

Figure 11. Detection of target by YOLOv4 algorithm.

The monocular camera was fixed on a 1.5 m high tripod and the silver target car
was parked at different distances to collect photos. The closest distance was 10 m and the
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farthest was 50 m. The road image data of the target car were collected at nine different
distances to validate the camera ranging algorithm, and some of the image data are shown
in the following Figure 12. These images were fed into the YOLOv4 target detection model
to derive the target frame data of the silver car in the same lane.

Figure 12. Partial silver car target images at different distances.

As shown in Figure 13, the longitudinal distance of this silver target vehicle can
be estimated using the pixel value of ymax in the target box, which was input into this
monocular camera ranging algorithm, i.e., Equation (13). The longitudinal distance of the
target at all distances and the statistics of its error were estimated and the results are shown
in Table 1.

Figure 13. Monocular camera ranging algorithm application schematic.
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Table 1. Error of all estimated distances for the monocular camera ranging algorithm.

Actual Distance (m) Estimated Distance (m) Error

38 44.38 16.78%
42 45.81 9.07%
46 45.81 0.43%
50 47.24 5.52%
54 51.65 4.35%
58 52.40 9.65%
62 52.83 14.79%

The accuracy of the monocular camera ranging algorithm is within 10% when the
target distance is between 42 m and 58 m. However, when the target distance is within
42 m or more than 58 m, the error of the monocular camera ranging algorithm is relatively
large—more than 10%.

4.3. Validation of Data Fusion

The fusion algorithm proposed in this paper was used to process and fuse the target
data obtained from the hardware system. The fusion result in Figure 14 was compared
with the actual manual measurement result of the target in Figure 9, where the red dot
represents the position of the target point in the image pixel coordinate system converted by
the coordinate system from the three-dimensional detection point of the target’s mmWave
radar. The results show that the proposed fusion algorithm of mmWave radar and the
monocular camera can effectively integrate the distance and velocity information detected
by mmWave radar with the distance and category information detected by the monocular
camera. Furthermore, the target positioning accuracy has also been significantly improved.

Figure 14. Fusion result of target.

On the other hand, we acquired 467 images and mmWave radar data frames in differ-
ent scenarios during the same sampling period. There were 1674 targets in the 436 images.
The 1680 targets were processed using fusion detection and vision-only detection, respec-
tively. The results of some of these tests are shown in Figure 15. Figure 15a,c,e represent
targets that are detected by the vision only in different scenes, while Figure 15b,d,f represent
targets that can be detected by fusion in different scenes. It shows that vision-only detec-
tion sometimes misses road vehicle targets due to the effects of strong light, foggy days,
and occlusion. It greatly affects the accuracy of vision-only detection. Fusion detection
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can effectively reduce the number of undetected obstacles. As shown in Table 2, in three
different detection scenarios, the fusion detection method has a target detection accuracy
of more than 78%, and it can improve the detection accuracy by more than 12% compared
to the pure vision detection method. In scene A, fusion detection is particularly effective
and can be as high as 90.32% detection accuracy.

(a) (b)

(c) (d)

(e) (f)

Figure 15. Detection tests in road scenes. (a) Scene A: Detect with vision only. (b) Scene A: Fusion
detection of monocular vision and mmWave radar. (c) Scene B: Detect with vision only. (d) Scene B:
Fusion detection of monocular vision and mmWave radar. (e) Scene C:Detect with vision only.
(f) Scene C: Fusion detection of monocular vision and mmWave radar.
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Table 2. The scenes using fusion detection and vision-only detection to detect targets.

Scene A Scene B Scene C

Number of data
frames 186 114 167

Testing environment night, fog night, strong light day, covered

Total targets 744 228 708

Targets by vision-only
detection 504 114 483

Accuracy of
vision-only detection 67.74% 50.00% 68.22%

Targets by fusion
detection 672 178 568

Accuracy by fusion
detection 90.32% 78.07% 80.23%

5. Conclusions

For the shortage of single sensor detection target robustness and accuracy, a vehi-
cle detection method based on the fusion of mmWave radar and monocular vision was
proposed in this paper. The method combines the benefits of mmWave radar for mea-
suring distance and speed with the vision for classifying objects. It uses the proposed
data pre-processing algorithms to process the mmWave radar 3D detection points of the
detection scene, effectively eliminating the influence of interference targets such as empty
targets and invalid targets. The DBSCAN clustering fusion algorithm and the nearest
neighbor algorithm were also used to correlate the same frame data and adjacent frame
data, reducing the temporary loss of targets caused by bumps and improving the success
rate of target matching. Then, the mmWave radar effective target was matched with the
vision effective target obtained by processing with the YOLOv4 algorithm and monocular
camera ranging algorithm under temporal-spatio alignment. The successfully matched
targets were output using the Kalman weighted fusion algorithm. Targets that were not
successfully matched were marked as new targets for tracking and were handled in a valid
cycle. Finally, real road data were collected for validation. The experiments showed that the
proposed method can not only effectively fuse the data from the two sensors to obtain more
comprehensive and accurate information about the target location, speed, and category but
also make up for the shortcomings of a single sensor.
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