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Abstract: With the rapid growth of data traffic, low earth orbit (LEO) satellite communication
networks have gradually ushered in a new trend of development due to its advantages of low latency,
wide coverage, and high capacity. However, as a result of the limited on-board resources and rapidly
changing traffic demand, it is increasingly urgent to design an efficient resource-allocation scheme
to satisfy the traffic demand. In this paper, we propose two resource allocation algorithms in the
multi-satellite system based on beam-hopping technology. In the offline case, it is assumed that the
channel gains in all time-slots are known in advance, and we propose a heuristic algorithm to allocate
time and frequency resources, and a successive convex approximation (SCA) algorithm to allocate
power resources. In the online case, it is assumed that only the instant channel gains information
is known; therefore, we apply the dynamic programming (DP) algorithm to maximize the system
throughput. The simulation results prove that the proposed resource-allocation algorithms based on
beam-hopping technology have better performance than the traditional average allocation method,
and the online algorithm has acceptable performance loss compared with the offline algorithm.

Keywords: beam-hopping; resource allocation; successive convex approximation; dynamic programming

1. Introduction
1.1. Motivation

Multi-beam low earth orbit (LEO) satellite communication systems generate multiple
isolated point beams within their coverage by using multi-beam antenna technology and
then provides broadband access services to areas with weak infrastructure [1,2]. However,
as a result of the small size and light weight of LEO satellites, their on-board resources face
severe limitations [3,4].

In order to solve the problem of limited payload, power and spectrum resources
on LEO satellites, multibeam antenna technology has become one of the functions that
must be included in the design of satellite communication systems. At first, the use of
multibeam antenna technology was mainly based on the fixed allocation of on-board
resources. However, the distribution of traffic generated by practical applications is always
uneven, which leads to low resource utilization efficiency and reduced system capacity.
Therefore, the beam-hopping (BH) technology is adopted in multibeam systems [5–7]. In
the BH satellite system, temporal resources are divided into several timeslots. In each
timeslot, the satellite selects a portion of beams to allocate frequency bands and power
resources based on the current traffic requirements and channel conditions of each cell. In
the next timeslot, the satellite “hops” the beam to other cells based on changes in demand
and channel conditions. This beam-hopping resource allocation mechanism can have better
flexibility and higher resource utilization efficiency, and can adapt well to the uneven
distribution of ground users and dynamic changes in communication services [8,9].
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1.2. Related Work

Many studies show that satellite systems based on beam-hopping technology has
better performance than others. In [8], A. Mokhtar analyzed the throughput of the downlink
segment of a LEO global broadband satellite network and presented upper and lower
bounds on the downlink throughput as a function of the number of spot beams, the
interference constraints, and the coverage area. In [10], the author focused on studying the
forward link beam-hopping transmission scheme, and their simulation results showed that
the beam-hopping satellite system outperforms traditional systems in terms of matching
throughput with ground business requirements, as well as effective utilization of available
resources. In [11], J. Anzalchi studied the flexibility of beam-hopping systems and showed
that its capacity was higher than that of non-hopping systems. In [12], Juan Lizarraga
provided a detailed analysis of the performance improvement brought about by the beam-
hopping technology from the perspectives of flexible allocation of on-board resources and
satellite load performance.

The design of resource allocation based on beam-hopping technology is another
research hotspot. In [13], the author improved the total throughput of the system by
optimizing beam allocation. In [14], Feng Tian proposed a greedy algorithm in the LEO
satellite system to allocate frequency and power to beams. In [15], the author considered
power optimization based on demand and channel quality, which aimed at overall system
performance. The study [16] introduced joint power and frequency allocation optimization,
focusing on maximizing the minimum ratio between user requests and the signal-to-
interference-plus-noise ratio (SINR) provided, but flexibility is limited by orthogonal
carrier allocation and binary power allocation assumptions within the beam cluster. At
the same time, multi-beam satellite resource allocation is developing from fixed allocation
to dynamic joint allocation. In the literature, refs. [17,18] conducted a series of research
works to verify the advantages of the highly flexible dynamic beam-hopping method in
multi-beam satellite systems. In addition, the DVB-S2X standard has proposed several
superframe specifications [19] to support beam-hopping transmission in future multi-beam
satellites, which also means that beam-hopping technology has enormous potential.

Some studies have proposed joint research between beam-hopping technology and
other technologies. In [20], the author studied the synergistic effects of non-orthogonal
multiple access and beam-hopping in multi-beam satellite systems and proposed a greedy
algorithm. The authors of [21] proposed a method of combining precoding and beam-
hopping, which added precoding to balance inter-beam interference. Reference [22] studied
a possible method to improve system performance through the interaction between onboard
switching fabric and BH.

1.3. Contribution

The contributions of our paper are summarized as follows:

(1) We present a multi-satellite offline resource allocation algorithm based on beam-
hopping technology to address the limited satellite resources and the inability of
traditional resource allocation methods to achieve the efficient utilization of resources.
We first construct a multi-satellite offline resource allocation model, which divides
onboard resources into three dimensions: time, frequency, and power. Subsequently,
a heuristic time-frequency resource allocation algorithm is proposed based on the
beam interference pattern, and the power resources are allocated using the successive
convex approximation (SCA) algorithm [23].

(2) In response to the difficulty of implementing the assumption of non-causal channel
information in offline algorithm, we propose a multi-satellite online resource allocation
algorithm based on dynamic programming (DP) that only requires instant channel
information [24,25]. We first construct a multi-satellite online resource allocation
model and propose online optimization problems that evolve over time. Then, starting
from the last time-slot, we recursively solve the optimal solution of the Bellman
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equation for each time-slot and use this results to solve the optimal solution of the
online optimization problem for each time-slot.

(3) The final simulation results demonstrate that compared to the traditional average
resource-allocation method, our proposed offline and online schemes achieve sig-
nificant gains in systems and single-beam throughput. Since the online algorithm
only relies on causal channel information for resource allocation, and discretization is
performed on the power variables, there is a certain performance loss compared with
the offline algorithm, but the results show that the loss is acceptable.

The rest of this paper is organized as follows. Section 2 establishes a multi-satellite
resource allocation model and proposes the system-throughput-maximization problem for
the joint optimization of time, frequency, and allocation of power resources. In Section 3, a
multi-satellite offline resource allocation algorithm based on beam-hopping technology is
proposed. Section 4 proposes a multi-satellite online resource allocation algorithm based
on DP. In Section 5, numerical results are given to verify the performance of the proposed
algorithms. Section 6 concludes the paper.

Notation: In this paper, italic letters represent scalars, and boldface letters represent
vectors or matrices. Rm×n represents a real matrix with m rows and n columns. E{.},
| · |, and5(.) represent the expectation, modular, and derivation operations. [x]+ denotes
max{0, x}. J1(.) and J3(.) correspond to the first-kind Bessel functions of order 1 and 3,
and inf(.) represents the infimum of function.

2. System Model
2.1. System Setup

Consider a multi-satellite system consisting of J LEO satellites, each serving M cells
on the earth. Each satellite is equipped with multi-beam antennas to send service beams to
its served cells. Each satellite uses N subcarriers of bandwidth Bsc, so the total available
system bandwidth is Btot = N · Bsc. In the time dimension, we divide a period of time
into multiple time-segments Tseg, and then divide one time-segment into K time-slots with
length Ts = Tseg/K for scheduling. During each time-slot, each satellite needs to select
some cells covered by the beam according to the traffic demand of each cell. For the cell m
served by the satellite j, let Aj

m ∈ RN×K be the temporal and frequency resource-allocation
matrix, and its element aj

m,nk of the nth row and kth column is a binary assignment indicator,

with aj
m,nk = 1 indicating that in the kth time-slot, the beam using the nth subcarrier is

allocated to this cell, and aj
m,nk = 0 indicating it is not allocated. Meanwhile, let Pmax denote

the maximum transmission power of each satellite and Pj
m ∈ RN×K denote the power

allocation matrix, with the element pj
m,nk ∈ (0, Pmax] if aj

m,nk = 1.

2.2. Channel Model

Based on reality, we model the channel between the satellite and the ground as a
Shadowed-Rician distribution model [26,27]. The channel coefficient hj

jm,k between the
satellite j and the cell m served by the satellite j during the kth time-slot can be denoted as

hj
jm,k =

√
PLb(ϕ

j
jm,k)(Aejψj

jm,k + Zejφj
jm,k ), (1)

PL = (
λ

4π
)2 1

d2 , (2)

b(ϕ
j
jm,k) = bmax

( J1(u
j
jm,k)

2uj
jm,k

+ 36
J3(u

j
jm,k)

(uj
jm,k)

3

)2
, (3)

uj
jm,k = 2.07123

sinϕ
j
jm,k

sin(ϕ3dB)
j
jm,k

, (4)
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where PL, λ, and d respectively represent the path loss, the carrier wavelength, and the
distance between the satellite and the cell. ϕ3dB denotes the 3-dB angle of antenna. We
consider the path between the satellite and the cell as a combination of a direct path and
several scattering paths. A represents the amplitude of the direct path, and φ

j
jm,k represents

the deterministic phase. Z represents the amplitude of the scattering path, and ψ
j
jm,k

represents the random phase.

2.3. Problem Formulation

In this section, we propose a resource allocation problem to satisfy the traffic demand
of each cell and maximize the total system throughput. The specific form is as follows:

max
A,P

J

∑
j=1

M

∑
m=1

Rj
m

s.t. R1 : Rj
m ≥ T j

m, ∀j, ∀m,

R2 :
M

∑
m=1

K

∑
k=1

N

∑
n=1

pj
m,nk ≤ Pmax, ∀j,

R3 : pj
m,nk ≥ 0, ∀j, ∀m, ∀n, ∀k,

(5)

where T j
m represents the traffic demand of the mth cell served by the satellite j, and Rj

m
denotes the throughput, which can be expressed as

Rj
m =

K

∑
k=1

N

∑
n=1

Bsc log2

(
1 + γ

j
m,nk

)
, (6)

where γ
j
m,nk represents the SINR for users of the mth cell served by the satellite j covered

by the beam using the nth subcarrier during the kth time-slot, and it can be expressed as

γ
j
m,nk =

aj
m,nk pj

m,nk H j
jm,k

∑
(i,q) 6=(j,m)

ai
q,nk pi

q,nk Hi
jm,k + N0

, (7)

where H j
jm,k = |h

j
jm,k|

2 represents the channel gain and N0 represents the noise power.
In (5), constraint R1 guarantees that the throughput in each cell satisfies the respective

demand. Constraint R2 guarantees that the total transmission power of the satellite is less
than Pmax. Constraint R3 guarantees that the allocated power is non-negative.

Next, we propose two different algorithms based on the availability of the information
to solve problem (5). The information required to solve the problem optimally is the
channel gain of the previous, current, and future time slots. In the offline scenario, it is
assumed that the precise channel gains within the future time segment have been obtained
in advance. Although this assumption is difficult to achieve, it provides the optimal solution
performance of the problem (5). The second scenario is the online case, where it is assumed
that only instant channel gains are known.

3. Offline Resource Allocation Scheme

In this section, we provide an offline algorithm, and in this algorithm, the channel
gains are assumed to be known in advance. Obviously, the optimization problem (5) is
a nonconvex mixed integer programming problem. Therefore, we cannot use traditional
convex optimization tools to solve the global optimal solution. To address this problem,
this paper first assumes an average allocation of power resources and adopts a heuristic
algorithm to allocate time-frequency resources. Finally, when the time-frequency resource
allocation result is fixed, the SCA algorithm is used for power allocation.

3.1. Temporal and Frequency Resource Allocation

In this subsection, we propose a heuristic scheme to allocate the temporal and fre-
quency resource. First, we construct a graph that reflects major interference occurring
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among beams from a single satellite or different satellites. According to the graph theory
proposed in [28], the corresponding interference graph is denoted by E(p, q, k) = {0, 1},
where p and q represent any two cells in the network during the kth time-slot. The concrete
principles of the interference graph construction are as follows:

(1) If both beams directed to cell p and q are from the same satellite, let E(p, q, k) = 1.
(2) If both beams directed to cell p and q are from different satellites, and interfere

seriously with each other when using the same subcarrier, let E(p, q, k) = 1.
(3) If (1) and (2) are not met, let E(p, q, k) = 0.

Note that if E(p, q, k) = 1, both beams directed to cell p and q cannot use the same
subcarrier in the same time slot. Hence, principle (1) ensures no interference among beams
of the same satellite, and principle (2) prevents major interference among beams of different
satellites.

Second, we propose the temporal and frequency resource allocation scheme shown
in Algorithm 1. Note that V represents all the cells in the network, and p = pmax/NK
represents average power distribution in advance. Afterward, we select the cells with the
highest demand for resource allocation in the current system while avoiding the allocation
of connected beams to the same time-frequency resource lattice.

Algorithm 1 Temporal and Frequency Resource Allocation

Input: H j
jm,k, T j

m, E(p, q, k), ∀j, ∀m, ∀n, ∀k

Output: Aj
m, ∀j, ∀m

Initialize: Aj
m = 0, ∀j, ∀m;

for k = 1 to K do
for n = 1 to N do

p = 1; ∆p
nk = V;

while p ≤ j and ∆p
nk 6= ∅ do

m? = argmax
m∈∆p

nk

T j
m; cell m? served by the satellite j?

aj?

m? ,nk = 1;

T j?
m? = max

(
T j?

m? − Bsc log2

(
1 +

pH j?

j?m? ,k
N0

)
, 0

)
Λj?

m? = ∅;
for j = 1 to J do

for m = 1 to M do
if m 6= m? and j 6= j? and E(m, m?, k) = 0 then

Λj?
m? = Λj?

m? ∪m;
end if

end for
end for
∆p+1

nk = ∆p
nk ∩Λj?

m? ;
p = p + 1;

end while
end for

end for

3.2. Power Resource Allocation

After allocating the temporal and frequency resource, all the matrices Aj
m in problem (5)

are determined. Observing the form of the objective function in this problem, as both the
numerator and denominator of the SINR γ

j
m,nk contain optimization variable pj

m,nk, it is
evident that this problem is still non-convex. We use the well-known tool of SCA to attain
a suboptimal solution [29].
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First, the negative value of sum throughput can be written as

−
J

∑
j=1

M

∑
m=1

Rj
m = ∑

j,m,k,n
Bsc

[
U j

m,nk(p)−V j
m,nk(p)

]
(8)

where U j
m,nk(p) and V j

m,nk(p) are convex functions given by:

U j
m,nk(p) = log2

 ∑
(i,q) 6=(j,m)

ai
q,nk pi

q,nk Hi
jm,k + N0

, (9)

V j
m,nk(p) = log2

∑
(i,q)

ai
q,nk pi

q,nk Hi
jm,k + N0

. (10)

Now when we give an approximation point p, a convex minimization problem can be
formulated as

min
P

∑
j,m,k,n

Bsc

[
Ũ j

m,nk(p, p)−V j
m,nk(p)

]
, (11)

where Ũ j
m,nk(p, p) can be expressed as

Ũ j
m,nk(p, p) = U j

m,nk(p) +5U j
m,nk(p)(p− p)T . (12)

In the above formula,5U j
m,nk(p) is a derivative vector, and its elements are given by

∂U j
m,nk(p)

pi
q,nk

=
ai

q,nk Hi
jm,k

ln2

(
∑

(i,q) 6=(j,m)
ai

q,nk pi
q,nk Hi

jm,k + N0

) .
(13)

Note that the constraint function R1 in problem (5) is still non-convex, and we can
convert it into a convex function in the same way

T j
m − ∑

j,m,k,n
Bsc

[
Ũ j

m,nk(p, p)−V j
m,nk(p)

]
≤ 0. (14)

Finally, the original non-convex problem is transformed into the following convex
problem:

min
P

∑
j,m,k,n

Bsc

[
Ũ j

m,nk(p, p)−V j
m,nk(p)

]
s.t. R1 : T j

m − ∑
j,m,k,n

Bsc

[
Ũ j

m,nk(p, p)−V j
m,nk(p)

]
≤ 0, ∀j, ∀m,

R2 :
M

∑
m=1

K

∑
k=1

N

∑
n=1

pj
m,nk − Pmax ≤ 0, ∀j,

R3 : pj
m,nk ≥ 0, ∀j, ∀m, ∀n, ∀k,

(15)

We use the classical Lagrange dual method to solve the convex problem. First, the
Lagrange function of P can be expressed as

L(P, λ, µ) = ∑
j,m,k,n

Bsc

[
Ũ j

m,nk(p, p)−V j
m,nk(p)

]
+

J

∑
j=1

M

∑
m=1

λj,m

(
T j

m − ∑
j,m,k,n

Bsc

[
Ũ j

m,nk(p, p)−V j
m,nk(p)

])
+

J

∑
j=1

µj

(
M

∑
m=1

K

∑
k=1

N

∑
n=1

pj
m,nk − Pmax

) (16)
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where λj,m and µj represent the Lagrange multiplier. Subsequently, according to Karush–

Kuhn–Tucker (KKT) conditions ∂L(·)/pj
m,nk = 0, we can obtain the optimal solution pj,?

m,nk:

pj,?
m,nk =


1

−µjln2

(λj,mBsc−Bsc)
+

aj
m,nk H j

jm,k

∑
(i,q) 6=(j,m)

ai
q,nk pi

q,nk Hi
jm,k+N0

− N0

aj
m,nk H j

jm,k


+

, (17)

Then, we study the dual problem of the original problem:

max
λ,µ

inf L(·)

s.t.λj,m ≥ 0, ∀j, ∀m,

µj ≥ 0, ∀j,

(18)

Finally, we use the gradient-descent method to solve dual variables:

λt+1
j,m =

[
λt

j,m − ∆λj,m

(
∑

j,m,k,n
Bsc

[
Ũ j

m,nk(p
∗, p)−V j

m,nk(p
∗)
])]+

µt+1
j =

[
µt

j − ∆µj

(
Pmax −

M

∑
m=1

K

∑
k=1

N

∑
n=1

pj,∗
m,nk

)]+ (19)

When the initial values of λj,m and µj are given, they can be updated iteratively
through the above formulas until they converge. Finally, the power allocation scheme
based on SCA is shown in Algorithm 2.

Algorithm 2 Power Allocation through the SCA

Input: Aj
m, H j

jm,k, T j
m, ∀j, ∀m, ∀n, ∀k

Output: Pj
m, ∀j, ∀m

Initialize:
(

Pj
m

)0
, ∀j, ∀m;

for t = 1 to tmax do
p? = argmin ∑

j,m,k,n

[
Ũ j

m,nk
(
p, pt−1)−V j

m,nk(p)
]
;

pt+1 = pt + η
(
p? − pt); % η is iteration step

t = t + 1;
end for

For this offline algorithm, the computational complexity is mainly focused on convex
optimization in power allocation. We let f (J, M, K, N) denote the complexity of the convex
optimization in (11), which depends on the values of variables J, M, N, K. Finally, the
complexity of the offline algorithm is O(tmax f (J, M, K, N)).

4. Online Resource Allocation Scheme

In the previous section, we propose an offline solution assuming that complete infor-
mation about the channel gains is available. As discussed before, this assumption is too
optimistic for most of practical scenarios. Therefore, in this section, we design an online
resource allocation scheme through the dynamic programming algorithm.
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4.1. Problem Formulation

First, let us define the available power of satellite j at the kth time-slot as Bj
k which is

given as

Bj
1 = Pmax,

Bj
k = Bj

k−1 −∑
m,n

pj
m,n(k−1)(k = 2, 3, . . .K).

(20)

The online problem with K time slots is to design K resource allocation schemes
(A1, . . ., AK) and (P1, . . ., PK). For the first time slot, we facing the optimization problem:

max
A1,P1

∑
j,m,n

Bsc log2

(
1 + γ

j
m,n1

)
+E

{
K

∑
k=2

∑
j,m,n

Bsc log2

(
1 + γ

j
m,nk

)}
s.t. R1 : ∑

m,n
pj

m,n1 ≤ Bj
1, ∀j,

R2 : pj
m,n1 ≥ 0, ∀j, ∀m, ∀n,

(21)

In the above optimization problem, the first item represents the system throughput
achieved in the first time slot, and the second item represents the expected system through-
put achieved in the future K − 1 time slots. Therefore, the optimization problem is to
balance the throughput between the first time slot and the future K − 1 time slots. Con-
straint R1 indicates that the total power allocated in the first time-slot is not greater than
the current remaining allocatable total power.

Under instant channel information, throughput balancing for multiple time slots is a
dynamic process. Over time, the channel gain information gradually changes from previ-
ously unknown to known, and at the same time, online optimization problems continue to
evolve forward:

max
A

k′
,P

k′
∑

j,m,n
Bsc log2

(
1 + γ

j
m,nk′

)

+E

 K

∑
(k=k′+1)

∑
j,m,n

Bsc log2

(
1 + γ

j
m,nk

)
s.t. R1 : ∑

m,n
pj

m,nk′
≤ Bj

k′
, ∀j,

R2 : pj
m,nk′

≥ 0, ∀j, ∀m, ∀n,

R3 : Bj
k′
=Bj

k′−1
−∑

m,n
pj

m,n(k′−1)
, ∀j,

(22)

which is a subproblem of (15). Due to the fact that the future channel gains are random
variables, this problem is inherently stochastic, and the current channel gains will have an
impact on resource allocation schemes for different time-slots in the future, thus coupling
optimization problems for different time-slots.

4.2. Bellman Equation

After giving the initial states Bj
1 of all satellites j, we can recursively solve the optimal

value of the first time-slot online problem through the Bellman equation. Recursive compu-
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tation starts from the last time-slot K and maximizes the current throughput by designing
the optimal resource allocation scheme AK and PK:

FK(BK) = max
AK ,PK

E
[

∑
j,m,n

Bsc log2

(
1 + γ

j
m,nK

)]
(23)

where BK represents the available power set of all satellites at the time-slot K and FK(BK)
represents the maximum expected throughput at the time-slot K. The maximum expected
throughput at the time-slots K− 1 to 1 can be recursively solved using the Bellman equation:

Fk(Bk) = max
Ak ,Pk

E
[

∑
j,m,n

Bsc log2

(
1 + γ

j
m,nk

)
+Fk+1(Bk+1)

]
k = K− 1, . . .1

(24)

where Bk represents the available power set of all satellites at the time-slot k and Fk(Bk)
represents the maximum expected throughput at the time-slot k.

4.3. Problem-Solving

In this subsection, we introduce how to solve the Bellman Equations (23) and (24).
First, we define the sum power of satellite j consumed in the time-slot k as T j

k = ∑
m,n

pj
m,nk.

Then, we let the available power Bj
k and the consumed power T j

k be discretized to finite sets:

Bj
k ∈ B

P = (B1, . . .,BP), ∀k

T j
k ∈ T

Q = (T1, . . ., TQ), ∀j, ∀k
(25)

where BP is a finite set containing P elements, and T Q is a finite set containing Q elements.
Finally, the optimization for time-slot K in (23) is given by

FK(BK) = max
AK ,PK

E
[

∑
j,m,n

Bsc log2

(
1 + γ

j
m,nK

)]
s.t. T j

K ≤ Bj
K, ∀j, Bj

K ∈ B
P, T j

K ∈ T
Q, ∀j

(26)

For the Bellman equation in time-slot k, its form is transformed into

Fk(Bk) = max
Ak ,Pk

E
[

∑
j,m,n

Bsc log2

(
1 + γ

j
m,nk

)
+Fk+1(Bk+1)

]
k = K− 1, . . .1

s.t. T j
k ≤ Bj

k, ∀j, Bj
k ∈ B

P, T j
k ∈ T

Q, ∀j

(27)

Because the available power Bj
k and the consumed power T j

k are all in the finite set, we
can solve for the optimal value through traversal.

Algorithm 3 shows the complete process of the online resource-allocation scheme. We
divide it into two phases: planning and transmission. In the planning phase, we calculate
the optimal value Fk(Bk) for all time slots. Note that Fk(Bk) represents the maximized
expected throughput after the kth time-slot. Hence, in the transmission phase, when
we need to balance the current consumed resource and the future consumed resource in
problem (22), we can solve it by replacing the mean term, which represents the future
expected throughput, with Fk(Bk).
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Algorithm 3 Online Resource Allocation

Planning phase:
Calculate the optimal value FK(BK) by solving (26);
for k = K− 1 to 1 do

Calculate the optimal value Fk(Bk) by solving (27);
end for
Transmission phase:
for k = 1 to K do

1: Replace the mean term in problem (22) with Fk′+1(Bk′+1) obtained from the
planning phase;
2: For realistic channel gain, calculate the optimal resouce allocation scheme Ak and
Pk by solving problem (22);
3: Update the available power Bk using equation (20).

end for

For the online algorithm, in the planning phase, the computational complexity is
mainly focused on the calculation of Bellman equations (19) and (20). We let fB denote
the complexity of calculating one Bellman equation for a state Bk, and we calculate the
Bellman equations for all possible P states at each time slot and for all the K time slots.
Therefore, the complexity in the planning phase is O(KP fB). Then, in the transmission
phase, we let fc denote the complexity of the convex optimization in (16), and the complexity
in the transmission phase is O(K fc). Finally, the complexity of the online algorithm is
O(KP fB + K fc).

5. Numerical Result

In this section, we conduct performance simulations for the proposed offline and online
algorithms. We consider a multi-satellite system consisting of J = 3 satellites, and each
serves M = 20 cells on the Earth. The total available system bandwidth is Btot = 210 MHz,
with each satellite using N = 7 subcarriers of bandwidth Bsc = 30 MHz. We set the
length of a time segment as Tseg = 1 s, and the length of a time-slot as Ts = 100 ms.
Meanwhile, we assume that the traffic demand of each cell follows the Poisson distribution.
To compare with traditional non-beam-hopping systems, we propose an average resource
allocation method. Average resource allocation means that satellites do not consider the
current channel conditions and traffic requirements of different cells, and we allocate
time-frequency resources and power resources equally to each cell. Due to the absence
of beam-hopping, the value of all elements aj

m,nk in Aj
m is 1, and pj

m,nk in Pj
m is equal to

Pmax/NK for satellite j.
Figure 1 shows the time-frequency resource allocation result of a certain satellite in the

system. In Figure 1, five random cells are selected from the twenty cells it serves, and each
is represented by a pattern. And when the time-frequency resource corresponding to a grid
is allocated to one of the five cells, the grid is filled with the corresponding pattern. From
Figure 1, we can see that some cells will be allocated more time-frequency resource grids,
but other cells will be allocated fewer time-frequency resource grids. This is due to the
different traffic demands and channel conditions of cells. And this reflects the advantage of
on-demand allocation in the beam-hopping system.

Figure 2 shows the convergence performance of power allocation using the SCA
algorithm under different iteration steps η. It is observed that, although the iteration step
will not affect the final convergence result, it will have an impact on the convergence speed
of the algorithm. Therefore, in the subsequent simulation, we set the iteration step size to
0.9 and the maximum number of iterations to 15.

Figure 3 shows the system throughput performance of the proposed offline algorithm
and online algorithm under different satellite transmission powers. We can find that,
compared with the average resource allocation with no beam-hopping, both proposed
algorithms achieve 1.5 ∼ 1.8 times performance gain. From Figure 3, we can also see that,
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compared with the upper bound obtained by the offline algorithm, the online algorithm
has a performance gap of about 20%.

In Figure 4, we randomly select ten satellite beams in the system, count their respective
traffic demand, and compare them with the single-beam throughput achieved by applying
the proposed algorithms. It is observed that, when the average resource allocation is
applied, the throughput of some beams is lower than the traffic demand, such as beam 8
and beam 9. However, when the offline algorithm or online algorithm is applied, because
relevant constraints are added to the optimization, we can ensure that the traffic demand
of all beams is met.

Figure 1. Time-frequency resource allocation pattern.
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Figure 4. Single-beam throughput performance.

6. Conclusions

In this paper, we formulated a resource-allocation problem in the multi-satellite system
and investigated two algorithms based on beam-hopping technology. Firstly, a multi-
satellite offline resource-allocation algorithm based on beam-hopping technology was
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proposed to address the satellite resource limitation problem and improve the efficiency of
resource utilization. A heuristic time-frequency resource-allocation algorithm was proposed
based on the beam interference pattern, and the power resources were allocated using
the SCA algorithm. However, it was assumed that future channel information should
be obtained in advance in the offline resource allocation algorithm, which is difficult to
achieve in the real world. Therefore, we proposed a dynamic programming algorithm
to design a multi-satellite online resource allocation algorithm that only relies on instant
channel information.

The final simulation results demonstrate that, compared with traditional average
resource-allocation methods, our proposed offline algorithm improves system throughput
by about 60% to 65%, and the online algorithm improves system throughput by about 45%
to 50%. Since the online algorithm only relies on instant channel information for resource
allocation and uses discrete power values, there is a certain performance loss compared
with the offline algorithm, but the results show that this loss is acceptable.

The algorithm proposed in this paper is only tested in the scenario consisting of three
satellites. The computation complexity of the proposed algorithm may increase sharply
with the number of satellites and whether the algorithm complexity can be tolerant should
be tested in the real satellite communication system.
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