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Abstract: Simple hands-free input methods using ear accessories have been proposed to broaden the
range of scenarios in which information devices can be operated without hands. Although many
previous studies use canal-type earphones, few studies focused on the following two points: (1) A
method applicable to ear accessories other than canal-type earphones. (2) A method enabling various
ear accessories with different styles to have the same hands-free input function. To realize these two
points, this study proposes a method to recognize the user’s facial gesture using an infrared distance
sensor attached to the ear accessory. The proposed method detects skin movement around the ear
and face, which differs for each facial expression gesture. We created a prototype system for three
ear accessories for the root of the ear, earlobe, and tragus. The evaluation results for nine gestures
and 10 subjects showed that the F-value of each device was 0.95 or more, and the F-value of the
pattern combining multiple devices was 0.99 or more, which showed the feasibility of the proposed
method. Although many ear accessories could not interact with information devices, our findings
enable various ear accessories with different styles to have eye-free and hands-free input ability based
on facial gestures.

Keywords: ear accessories; infrared distance sensor; photo reflector; skin movement; facial gesture
recognition; hands-free input interface; earable

1. Introduction

In recent years, it has become important to provide hands-free input methods for
information devices. This is because, as information devices are used in all situations,
the number of scenarios in which it is difficult to use the hand for input operations has
increased. Scenes in which the user’s hand is used for purposes other than operating
information devices [1] include scenes of holding luggage in the hand, walking, writing
with a pen, playing a musical instrument, participating in sports and cooking. Another
scenario is that using the hand-input method strains the hand and arm. For example, long-
term aerial hand input may cause arm fatigue and pain [2,3]. Although many hand-based
input methods (e.g., touch input, aerial hand gesture input and controller operation input)
are still being used, a hands-free input method effectively supports such a scenario.

Many studies have proposed using ear accessories, such as earphones, to provide
a hands-free input method. As the shape and wearing of ear accessories are socially
acceptable, devices that use them as controllers for hands-free input are likely to be accepted
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by society. Gesture input methods based on intentional face movements using sensors (e.g.,
barometers, microphones, infrared distance sensors and electrodes) mounted on canal-type
earphones have been proposed in previous studies [4–10]. Such gesture input methods
based on facial movements using ear accessories is effective as a simple input method in
scenarios where the number of input contents is not large and can be used even in situations
where it is difficult to use the hands-free input method using voice recognition (e.g., scenes
with a lot of environmental voices and a high psychological load of speaking).

Although there have been many studies on hands-free input methods using canal-type
earphones, few have focused on the following two points. (1) Hands-free input methods
that can be applied to ear accessories other than canal-type earphones for presenting sound
information and (2) Hands-free input methods that can apply similar input methods to
different ear accessories. The explanation is as follows. Canal-type earphones are not
used except when presenting sound information. Such earphones that close the ear hole
throughout daily life are often inconvenient from multiple perspectives (e.g., inhibition of
environmental perception, poor hygiene of ear hole and the possibility of hearing loss). On
the other hand, ear accessories come in various styles and shapes that can be worn. Ear
accessories, such as fashionable earrings and earphones, come in various styles that are
attached to different parts of the ear, such as the earlobe, tragus, helix and the root of the
ear. Other than ear accessories, other accessories, such as glasses-type devices, also have
parts that contact the ears. If the hands-free input method can be performed using such
various ear accessories, the operation scene of the information device can be expanded,
which is convenient. Furthermore, it would be convenient if a hands-free input method
could apply similar input methods to different ear accessories and allow the user to select
which ear accessories to use and perform similar input methods from any ear accessory.

In this study, we focus on the above two points and propose a method recognizing
the gesture of the user’s facial expression by using the infrared distance sensor attached
to the ear accessory. When users move their face (e.g., the cheeks or chin), the skin inside
and around their ear canal physically moves as does the distance between their ears and
face. The proposed method detects skin movement by measuring the difference in the
distance between the skin and the infrared distance sensor attached to the ear accessory.
Then, based on the skin movement, the gestures of the facial expressions are recognized.

In Evaluation 1, we evaluated 10 subjects and nine types of gestures to verify the
feasibility of the proposed method. In Evaluation 2, we verified whether the recognition
accuracy of the proposed method can be improved by reducing the number of gestures. In
Evaluation 3, we verified whether the user needs to prepare gesture learning data for each
individual when using the proposed method.

We published the concept of the proposed method in the work-in-progress paper [11].
In this paper, we improve Evaluation 1 and add Evaluation 2 and Evaluation 3. Although
Evaluation 1 was contained in the previous paper, this paper improved Evaluation 1 by
increasing the number of subjects from 5 to 10 and adding the analysis of the recognition
accuracy for each gesture. We also add a section of related research on skin-movement
sensing methods using infrared distance sensors and hands-free input methods.

2. Related Research
2.1. Gesture Recognition Method Using Ear Accessories

The gesture recognition methods using ear accessories often use canal-type earphones.
Manabe et al. [9] proposed an earphone that recognizes gaze input gestures using an EOG
sensor. Amesaka et al. [8] proposed a method that recognizes the gestures of facial expres-
sions by using active acoustic sensing and the changes of shape of the ear canal. Hand-input
methods using the canal type earphone include EarTouch [12], which recognizes gestures
by using an infrared distance sensor attached to the earphone and the changes in the shape
of the ear that users pull with their hands.

CanalSense [4] is a method that recognizes the movements of the face by using a
barometer attached to earphones. EarFieldSensing [6] is a method that recognizes gestures



Electronics 2022, 11, 1480 3 of 17

of the movements of the face by using electrodes (EMG) attached to earphones and the
changes in the electric field of the ear canal. Taniguchi et al. [7] proposed a method that
recognizes the movement of the tongue by using an infrared distance sensor attached to
the tip of a canal-type earphone and the movement of the bottom of the ear canal.

Bedri et al. [5] proposed a method that recognizes the movement of the jaw by using
an infrared distance sensor attached to the tip of a canal-type earphone. An input method
that uses canal-type earphones to acquire sound using a small muscle in the middle ear
called the tensor tympani muscle has been proposed [10]. There is an ear-worn device with
which users use their ears as a hand-held input controller [13]. In addition, there is the
ready-made product (DashPro) that recognizes head gestures using earphones with an
acceleration sensor is implemented in a canal-type earphone.

These previous studies have shown that the face and head gesture recognition method
using ear accessories is effective as a hands-free input method. Although there are many
studies on hands-free input methods using canal type earphones, canal-type earphones
are not used except when presenting sound information and such earphones that close the
ear hole throughout daily life are often inconvenient for particular people and situations.
In this study, we propose a method that can apply the hands-free input function to ear
accessories other than canal type earphones. In addition, we propose a method that can be
applied to different types of ear accessory devices. If the hands-free input method can be
performed using various ear accessories, the operation scene of the information device can
be expanded, which is convenient.

2.2. Skin Movement Sensing Method Using an Infrared Distance Sensor

Many methods have been proposed, similar to ours, to recognize skin movement in
each part of the body using an infrared distance sensor attached to the wearing. Many
studies have been conducted that use infrared distance sensors in conjunction with eye-
glasses. For recognizing the direction and movement of the eyeball, Futami et al. [14]
proposed a method by sensing the movement of the skin around the eye based on an
infrared distance sensor attached to the inside of glasses. Using an infrared distance sensor
attached to a position that detects a movement around the cheeks and outer corners of the
eyes, Fukumoto et al. [15] proposed a method to recognize a smile in multiple stages.

Masai et al. [16] proposed using infrared distance sensors on glasses to detect eye and
cheek movements to recognize eight facial expressions in everyday life, such as smiles and
surprises. Masai et al. [17] also proposed using an infrared distance sensor attached to
glasses to perform gesture input by rubbing the cheeks with the hands. In addition, methods
to recognize both intentional blink gestures and natural blinks have also been proposed
(Google Glass [18] and Dual Blink [19]). Dual Blink [19] also has a physical actuation to
encourage blinking, such as hitting the eyelids with an air cannon. Furthermore, some
studies have shown that the infrared distance sensor is suitable for wearable devices that
are continuously used from multiple perspectives (e.g., power consumption) [16,19].

There is also a method that applies an infrared distance sensor to a head-mounted
display. Yamashita et al. [20] proposed a method that recognizes touch gestures based on
the movement of the cheeks by moving the skin of the cheeks by hand. Suzuki et al. [21]
proposed a method to map the movement of the skin of the user’s face obtained by the
infrared distance sensor to the avatar’s facial expression in the virtual space.

As mentioned earlier, some methods attach an infrared distance sensor to the earphone
and recognize input gestures (e.g., pulling the ear [12], tongue movement [7]). There is
also a method that applies an infrared distance sensor to a mouthpiece to recognize tongue
gestures [22]. Ogata et al. [23] applied an infrared distance sensor to the ring’s inside to
recognize finger orientation and motion gestures. Fukui et al. [24] applied an infrared
distance sensor to a wristband to recognize hand-shaped gestures. Matsui et al. [25] applied
an infrared distance sensor to the inside of an eye mask to recognize the quality of sleep
from eye movements.
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These previous studies have shown that the infrared distance sensor can recognize
skin movements with high accuracy and robustness and that the infrared distance sensor is
suitable for wearable devices that are always used. From these previous studies, the infrared
distance sensor is considered to be suitable for the proposed method.

2.3. Hands-Free Input Method

Many recognition methods have been proposed for hands-free input. The input
method of speech recognition is common in devices equipped with a microphone. This
input method is capable of linguistic input and detailed input, and it can be used by people
who can handle language. Examples of utilization of this method are for text input [26]
and navigation [27]. The disadvantages of this method are that the recognition accuracy of
the method decreases in situations where the environmental sound is noisy [28] and that
the psychological load of using the method in public places increases from the viewpoint
of privacy and embarrassment. In addition, when the voice processing technology requires
advanced data processing, data communication to an advanced processor or external device
is required.

Other than speech recognition, there are many methods to recognize the movement
of each part of the body that can be used for hands-free input. As mentioned above,
recognition methods of facial parts (e.g., jaw, mouth, cheek and tongue) are used for hands-
free input. Since gaze can also reflect the user’s intention [29], gaze can be used for a
hands-free gesture input method [9,30]. There are also methods that use the movement of
the head, such as a method that can adjust the input value by rotating or tilting the user’s
head (HeadTurn [31]), a method to turn pages when browsing (HeadPager [32]), a method
to operate the cursor (e.g., desktop devise [33,34], mobile device [35]), and a method to
select a target [36]. There are methods for gesture input that combine multiple factors,
such as head movement and gaze [37,38]. In addition, postures can be used. For example,
there is a method for navigation input that uses the inclination of wrist [39], head [40] and
torso [41–44].

These previous studies have shown that various hands-free input methods expand
the usage scenarios of information devices and make the use of information devices com-
fortable.

3. Method

This section describes that a method to recognize the gesture of the user’s facial
expression by using the infrared distance sensor attached to the ear accessory.

3.1. Flow of Proposed Method

The flow up to gesture recognition of the proposed method is shown in Figure 1. The
ear accessories contain several infrared distance sensors. When users move their face (e.g.,
the cheeks or chin), the skin inside and around their ear canal physically moves, as does
the distance between the ears and face. The temporomandibular joint moves when the
mandibular condyle moves, as does the skin inside the ear hole (e.g., the ear canal) [8]. This
skin movement is acquired using the proposed method based on the change in distance
from the infrared distance sensor to the skin. Then, machine learning is applied to multiple
sensor values to recognize facial gestures.
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Figure 1. Flowchart of the proposed method. Reprinted/adapted with permission from Ref. [11]
2021, ACM.

3.2. Ear Accessory Design

The following three types of ear accessories were designed based on the proposed
method. Since the shape and position of the ear differ to some extent from person to person,
it was difficult to design a device that places sensors in the same position for everyone.
In order to recognize skin movement regardless of these individual differences, multiple
infrared distance sensors were attached to the entire ear accessory. Therefore, the detailed
sensor positions may vary from person to person. Since it is difficult to describe which part
the sensor is hitting, the figures show a certain range of skin area that is assumed to be hit
by the sensor.

3.2.1. Ear-Root-Mounted Device

This device is worn around the root of the ear. Figure 2 shows the design drawing.
This style is intended for application to ear accessories and other attachments (e.g., earrings,
earphones and glasses) that have a part that touches the root of the ear (i.e., an ear hook
part). Seven infrared distance sensors are placed on the side of the ear hook part, and seven
infrared distance sensors are placed on the back of the ear hook part. The movement of the
ear and the movement of the back of the ear are detected by this device. It is assumed that
the ear movement occurs through the muscles that move the ear (e.g., anterior auricular
muscle, superior auricular muscle and posterior auricular muscle) in conjunction with the
facial expression movement.

Figure 2. Ear-root-mounted device. Reprinted/adapted with permission from Ref. [11] 2021, ACM.

3.2.2. Earlobe-Mounted Device

This device is worn on the earlobe. Figure 3 shows the design drawing. This is
intended for application to ear accessories that are attached to the earlobe. Two infrared
distance sensors are installed on the temporomandibular joint side, and two infrared
distance sensors are installed on the cranial side. This device senses the change in distance
between the earlobe and the vicinity of the temporomandibular joint. This device also
senses the change in distance between the earlobe and the vicinity of the head. The
temporomandibular joint movement and the ear movement as facial expressions move are
thought to be the causes of this distance change.
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Figure 3. Earlobe-mounted device [11].

3.2.3. Tragus-Mounted Device

This device is attached to the tragus. Figure 4 shows the design drawing. This is
intended for application to ear accessories and earphones attached to the tragus. Three
infrared distance sensors are installed toward the side of the ear hole (e.g., the ear canal).
This device senses the change in distance between the back of the tragus and the inner side
of the ear canal. It is assumed that the movement of the tragus and the inner side of the ear
hole corresponds to the movement of the facial expression. For example, the movement of
each part of the face (e.g., temporomandibular joint) and facial expression is reflected in the
change in the inside of the ear hole [8].

Figure 4. Tragus-mounted device. Reprinted/adapted with permission from Ref. [11]. 2021, ACM.

3.3. Sensor Selection and Method Advantages

The proposed method made use of an infrared distance sensor. We chose the infrared
distance sensor for this study because previous research has shown that it is appropriate
for wearable devices that are constantly used and that it can recognize skin movements
robustly. The proposed method meets the following criteria.

(1) Cost of data processing and manufacturing: Due to the lightweight of the sensor
data, the processor capacity and energy consumption for processing the sensor data are low.
These lead to cost reduction and size reduction of batteries and processors. These allow the
sensor device to be used for a long time. In addition, this system can be manufactured at a
low cost because it can be configured only with an inexpensive infrared distance sensor
and processor.

(2) Social acceptability and availability of always-on use: Ear accessories are likely to
be accepted by society as controller devices for hands-free input because the shape and
wearing of the accessories are socially accepted. The proposed method can be used in
various everyday situations through ear accessories.

(3) Others: First, the proposed method can be used without obstructing the ear holes
(i.e., ear-free). Although most hands-free input methods using ear-worn devices use canal-
type earphones that close the ear hole, devices that close the ear hole throughout daily life
are often inconvenient from multiple perspectives (e.g., the inhibition of environmental
perception, poor hygiene of ear hole and the possibility of hearing loss). Secondly, the pro-
posed method is expected to be adaptable and robust in recognizing skin movements.
Previous research has shown that applying machine learning to multiple infrared distance
sensor data makes it possible to recognize skin movements of various gestures adaptively
and robustly. Thirdly, ear accessories equipped with the proposed method can be used in
conjunction with other wearable devices because they do not interfere with wearing other
wearable devices (e.g., glasses and earphones).
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4. Implementation

The proposed method’s prototype system was implemented. Figure 5 depicts the
system configuration. The system consists of a sensor device, a personal computer and soft-
ware for data recording and gesture recognition.

Figure 5. Prototype system configuration.

4.1. Sensor Device

Wearing sensor devices are depicted in Figure 6. The base of the ear-root-mounted
device was made of silicone ear hooks. As the base of the tragus-mounted device and the
earlobe-mounted device, ear accessories that sandwich the parts of the ear were used—
the TPR-105F infrared distance sensor from SANYO Electric Co. was used. Two devices
were created for each of the three devices to be worn on the left and right ears. The
dimensions of the infrared distance sensor were 2 mm (width), 2 mm (length) and 1 mm
(thickness).

The sensor measures a straight line distance from the front to the object. Figure 7
shows the characteristics of skin surface reflection captured by a sensor. We measured the
sensor output value from a sensor that changes in accordance with the distance between the
sensor and the skin surface. Five samples were collected at each position. The horizontal
axis shows the distance between the sensor and the skin, and the vertical axis shows the
normalized output value.

Figure 6. Example of wearing sensor devices. Reprinted/adapted with permission from Ref. [11]
2021, ACM.

Figure 7. Characteristics of infrared distance sensor. The horizontal axis shows the distance between
the sensor and the skin, and the vertical axis shows the normalized sensor output value.
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4.2. Software

The sensor data were transmitted and saved in the laptop computer via a micropro-
cessor of Arduino. The sampling frequency of the sensor data was set to 10 [HZ]. The
sensor data were smoothed every three samples. In addition, the sensor values were nor-
malized for each sensor. The instantaneous absolute value of the sensor was taken as the
feature amount of sensor data applied to machine learning. SVM (RBF kernel, C = 10 and
gamma = 1.0) was used as a machine-learning classifier. We used SVM based on previous
studies using multiple infrared distance sensors on wearable devices (e.g., glasses [16],
wristbands [45]). These previous studies recognized skin movements in real-time using
SVM. Python was used to create the software.

5. Evaluation 1

We verified the proposed method’s recognition accuracy for facial expression gestures.
The proposed method’s recognition accuracy for nine different types of gestures was
evaluated in this experiment. There were ten subjects in total. The subjects were Asian
(seven males and three females, and the average age was 22 years (min: 20 and max: 23)).
Subjects were selected through an open recruitment process within the university. There
were no selection criteria for subjects, but the subjects took part in the experiment without
ear accessories.

5.1. Gesture Content

The nine types of gestures shown in Figure 8 were used. These were determined based
on previous studies [4,6,8]. The outline of gestures was ones that moving the facial parts of
the chin, mouth, cheeks and eyes. The details are as follows. The Default is expressionless.
Open Mouth is a gesture that opens the mouth wide. Slide Jaw Right is a gesture that
moves the jaw to the right. Slide Jaw Left is a gesture that moves the jaw to the left. Lift
Mouth Corner is a gesture that raises both cheeks. Blow Up Right is a gesture that swells
the right cheek. Blow Up Left is a gesture that swells the left cheek. Lift Cheek Right and
Wink Right is a gesture that raises the right cheek while closing the right eye. Lift Cheek
Left and Wink Left is a gesture that raises the left cheek while closing the left eye.

The reason for these gestures is considered appropriate from the viewpoint of eye-free
and public usability. The reason was based on the previous study [8]. The selected gesture is
eye-free. Gestures should not harm the user’s visual information. Examples of gestures that
impair the user’s visual information include gestures that close both eyes and gestures that
turn the user’s head sideways. When these gestures are made, the direction of the field of
vision changes, or the field of vision is blocked during the gesture. In addition, the selected
gesture is suitable for public use. Gestures should not make people feel uncomfortable.
For example, the tongue-out gesture selected in previous studies may be noticed by others
and make some people embarrassed to make a gesture.

Figure 8. Types of gestures. Reprinted/adapted with permission from Ref. [11] 2021, ACM.

5.2. Data Acquisition Flow

The following is how the data were collected. Following an explanation of the experi-
ment’s content, the subjects wore all three types of devices. The gestures to be performed
were explained and practiced. Then, they sat in the chair and performed the gesture task.
One trial of the gesture task was as follows. First, the subject was in a natural state (i.e.,
Default in Figure 8) as the initial state. Next, the subject performed the same gesture as
the model gesture displayed in front of them. The subject held the gesture for one second.
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Finally, the subject stopped the gesture and returned to the initial state. This single trial was
conducted for nine types of gestures. The order of the gestures within this single trial was
randomized. Ten trials were performed. The device was not removed during these trials.

5.3. Verification

The recognition accuracy was evaluated for each individual. Since 10 trials were
performed for each gesture, 10-fold cross-validation was performed. In other words,
verification was performed 10 times for one gesture, using nine trials in the individual as
training data and one trial as test data. The data in the same trial with the same gesture was
not divided into training data and test data. The data for 0.2 s immediately after the start of
the gesture and 0.2 s immediately before the end of the gesture was deleted. The reason for
this is that the data may not reach the gesture.

5.4. Result

Figure 9 shows the average value for each device pattern. The following is the device
pattern: Device 1 is a tragus-mounted device, Device 2 is an ear-root-mounted device,
and Device 3 is an earlobe-mounted device. Device combinations are classified into seven
types (i.e., individual use and a combination of each device). Precision is an indicator that
shows the percentage of data predicted to be positive that is actually positive. Recall is an
indicator that shows the percentage of those predicted to be positive out of those actually
positive. The F-value is the harmonic mean of Precision and Recall and is an indicator used
for overall evaluation. Figure 10 shows the average F-value for each gesture for each device
pattern. Error bars indicate the standard error. Tables A1 and A2 in Appendix A shows
raw data.

Tragus-mounted device (Device 1) had an F-value of 0.99 (min = 0.96 and max = 1.00)
and the highest recognition accuracy among a single device. The F-values for Ear-root-
mounted device (Device 2) and Earlobe-mounted device (Device 3) were 0.95 (min = 0.88
and max = 0.99) and 0.96 (min = 0.90 and max = 1.00). These results show that individual
devices are capable of performing adequate recognition. Furthermore, these results show
that the recognition accuracy can be improved by combining multiple devices. For example,
the F-value of the device pattern consisting of Ear-root-mounted device and Earlobe-
mounted device (Device 2 and Device 3) was 0.99 (min = 0.96 and max = 1.00), which was
higher recognition accuracy than the pattern in which these two devices are used alone.
Some devices have individual differences in recognition accuracy. Tragus-mounted device
(Device 1) had high accuracy for all subjects. However, Ear-root-mounted device (Device 2)
and Earlobe-mounted device (Device 3) had lower recognition accuracy for some subjects.
For example, Subject 5 had an F-value of Ear-root-mounted device (Device 2) of 0.93 and
Earlobe-mounted device (Device 3) of 0.90. This can be seen from the results of the min of
F-value of Ear-root-mounted device (Device 2) and Earlobe-mounted device (Device 3).

Figure 9. The results of Evaluation 1 using nine gestures. The average F-value for each device pattern.
Device 1 is a tragus-mounted device, Device 2 is an ear-root-mounted device, and Device 3 is an
earlobe-mounted device. Device combinations are classified into seven types (i.e., individual use and
a combination of each device).
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Figure 10. The results of each gesture in Evaluation 1 using nine gestures. The average F-value for
each device pattern.

6. Evaluation 2

This evaluation assessed the proposed method’s recognition accuracy for the gestures
that were chosen while assuming the actual usage of the simple hands-free application.
There were six different types of gestures. A player for media content is an example of a
hands-free application (e.g., music, video and images). It is sufficient to be able to input
about five types of data for these applications to function: play, stop, forward and back.
In view of the previous work [8], examining six types of gestures is reasonable. The data
set employed was comparable to Evaluation 1. The selected gestures were Default, Open
Mouth, Slide Jaw Right, Slide Jaw Left, Lift Mouth Corner and Blow Up Left. The reason
for selecting these was because they were eye-free.

Result

Figure 11 shows the average value for each device pattern. Error bars indicate the
standard error. Figure 12 shows the average F-value for each gesture for each device pattern.
Tables A3 and A4 in Appendix A shows raw data. The recognition accuracy of devices with
a relatively low recognition accuracy of Evaluation 1 slightly improved because the number
of gestures was reduced. For example, the F-value of Device 2 improved. Although the
same gesture was chosen for all subjects in this evaluation, it is assumed that the recognition
accuracy for each individual can be improved by selecting a gesture that is appropriate for
each subject.

Figure 11. The results of Evaluation 2 using six gestures. The average value for each device pattern.
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Figure 12. The results of each gesture in Evaluation 2 using six gestures. The average F-value for
each device pattern.

7. Evaluation 3

We verified whether the user needs to prepare gesture learning data for each individual
when using the proposed method. Leave-one-user-out was the strategy we used. The data
of one person was used as test data, while the data of the other nine subjects were used as
learning data for all of the subjects. The data set used in Evaluation 1 was the same. As in
Evaluation 2, there were six types of gestures.

Result

Figure 13 shows the average value for each device pattern. Error bars indicate the
standard error. Figure 14 shows the average F-value for each gesture for each device
pattern. Tables A5 and A6 in Appendix A show the raw data. The recognition accuracy was
lower than the results of Evaluation 1 and Evaluation 2, which used only the data within
the individual. Although the recognition accuracy was improved by combining multiple
devices, this recognition accuracy is considered to be insufficient for practical use. From
these results, we found that the user needs to prepare their own gesture data in order to
use the proposed method.

Figure 13. The results of Evaluation 3 testing with leave-one-user-out. The average F-value for each
device pattern.
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Figure 14. The results of each gesture in Evaluation 3 testing with leave-one-user-out. The average
F-value for each device pattern.

8. General Discussion, Limitations and Future Works
8.1. Feasibility of the Proposed Method

The evaluation results showed the feasibility of the proposed method. Previous
research using canal-type earphones found that the recognition accuracy of five facial
expressions of methods using electric sensing technologies (e.g., EMG) was 90% [6] and
recognition accuracy of six facial expressions of methods using active acoustic sensing was
85% accuracy [8]. Compared to the results of these previous studies, the proposed method
has a recognition accuracy comparable to or better than the conventional methods.

The evaluation results also confirmed the effectiveness of the proposed method for
three types of ear accessories with different styles (e.g., the wearing position and size).
We considered that the proposed method can be used for various accessories that have a
shape that is similar to the ones verified this time. For example, the proposed method is
assumed to be used for glasses since the ear hook part of the glasses has a shape similar to
that of the ear root-wearing device implemented in this study. On the other hand, some ear
accessories were not verified in this study, such as ear accessories worn on a counter-helix
part. Therefore, in the future, we plan to verify whether the proposed method can be
applied to ear accessories other than the ones used in this paper.

8.2. Individual Difference That May Influence the Recognition Accuracy

The following factors may influence the recognition accuracy of the proposed method.
Verification of these factors with subjects of various attributes is future work. (1) Obstruc-
tions between the front of the sensor and the skin may reduce the recognition accuracy of
the proposed method. For example, it can be assumed that the recognition accuracy may
be reduced if a long-haired user’s hair bundle is in front of the sensor or if a large beard is
in front of the sensor. (2) Skin color. Recognition accuracy may be reduced for people with
very dark skin since infrared distance sensors often have difficulty reacting to black color.
(3) Recognition accuracy may be reduced if there is little or no skin movement even when
facial expression gestures are performed.

8.3. What to Do if the Mounting Position Is Significantly Misaligned

The proposed method can achieve the same accuracy as the results of this paper as
long as the ear accessory is worn in roughly the same position. In this paper, the device’s
position did not move during the experiment since clips for common ear accessories were
used, and such clips had a strong gripping force. However, if the device’s attachment
position deviates significantly after reattachment, it can be assumed that the recognition
accuracy will decrease.

In this case, it is recommended to use the proposed method by acquiring the gesture
training data again. As the gesture training data can be acquired in a short time (e.g., six
gesture types and five trials need about 1 min 30 s), it can be assumed that the burden on
the user is not significant. Since this paper did not verify the case of misalignment of the
mounting position, this verification is also future work.
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8.4. Challenges Related to the Learning Process of Machine Learning

Machine learning is assumed to work effectively when using data within an individual
since personal characteristics (e.g., skin color, skin movement, hair, beard) do not change
significantly. However, if personal characteristics change significantly over time, it can be
assumed that previous training data cannot be used. In such cases, it is recommended that
the training data is reacquired for a few minutes. On the other hand, as Evaluation 3 shows,
training data is not available for other users due to individual characteristics differences.
It is assumed to be difficult for machine learning to perform recognition regardless of
individual characteristics differences. Therefore, it is recommended that only personal data
should be used.

8.5. The Use of the Proposed Method in Real Life

In this study, the proposed method’s recognition accuracy in real-world situations
is not evaluated. It can be assumed that the proposed method can be effectively used in
real life under conditions similar to those found in this experiment. For example, if the
position of the attached device does not change significantly (e.g., when stationary and
walking), the recognition accuracy of the proposed method can be assumed to be high.
On the other hand, if the user shifts to the point where the position of the attached device
changes significantly (e.g., dance and running), the proposed method’s recognition accuracy
may decrease. When using the proposed method in conditions where the position of the
attached device changes significantly, it is assumed that some ingenuity is required, such
as a mechanism for bringing the wearing device into close contact with the body.

8.6. Investigating Recognizable Gestures

Even though we conducted an experiment in which single gestures were performed
independently, the proposed method is expected to recognize multiple gestures by com-
bining single gestures. First, it is possible to perform a single continuous gesture, such as
moving the jaw once to the left and then moving the jaw once to the right. Following that, it
is possible to vary the degree of facial expression during the gesture, such as a gesture that
moves the jaw slightly to the left and a gesture that moves the jaw very far to the left. In the
future, we will verify whether the proposed method can recognize those various gestures.

9. Conclusions

In this study, we introduced a facial gesture recognition method using multiple infrared
distance sensors attached to ear accessories for simple hands-free input using ear accessories.
To verify the applicability of the proposed method to ear accessories with a different
style, a prototype system was implemented for three ear accessories: the root of the ear,
the earlobe and the tragus. The evaluation results for nine facial gestures (e.g., cheek lift
and slide jaw) and 10 subjects showed that the F-value of a single device was 95% or more,
and the F-value of the pattern combining multiple devices was 99% or more.

Compared to the method using canal-type earphones in the previous study, which had
a recognition accuracy of about 90% for five facial gestures and 85% for six facial gestures
using canal-type earphones, the proposed method is considered to have a recognition
accuracy equivalent to or better than the previous method. These results showed that the
proposed method is effective for facial gesture input using ear accessories.

These results also showed that the proposed method can be used for the same facial
gesture input across different styles of ear accessories. Although few ear accessories other
than canal-type earphones have been verified for hands-free input devices, the proposed
method is expected to enable various ear accessories with different styles to have a simple
eye-free hands-free input function.
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Appendix A

Table A1. The results of a single device for each gesture in Evaluation 1.

Device 1 Device 2 Device 3

R P F R P F R P F

Default 1 1 1 0.99 0.99 0.99 0.97 1 0.98
Open Mouth 1 1 1 0.99 0.99 0.99 0.97 0.96 0.96

Slide Jaw Right 1 1 1 1 0.99 0.99 0.96 0.97 0.96
Slide Jaw Left 0.99 1 0.99 0.98 0.98 0.97 0.94 0.94 0.93

Lift Mouth Corner 0.99 0.99 0.99 0.98 0.98 0.98 0.96 0.96 0.95
Blow Up Right 0.96 0.98 0.97 0.93 0.93 0.92 0.97 0.94 0.94
Blow Up Left 0.98 0.96 0.97 0.91 0.93 0.91 0.98 0.98 0.97

Lift Cheek Right. 1 0.99 0.99 0.95 0.92 0.92 0.97 0.98 0.97
Lift Cheek Left. 0.99 1 1 0.92 0.94 0.92 0.98 0.97 0.97

Ave. 0.99 0.99 0.99 0.96 0.96 0.95 0.97 0.97 0.96

Table A2. The results of multiple device combinations for each gesture in Evaluation 1.

Device 1 and 2 Device 2 and 3 Device 3 and 1 Device 1, 2 and 3

R P F R P F R P F R P F

Default 1.00 1.00 1.00 0.99 1.00 0.99 1.00 1.00 1.00 0.99 1.00 0.99
Open Mouth 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 0.99 0.99 0.99

Slide Jaw Right 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
Slide Jaw Left 1.00 1.00 1.00 0.99 0.99 0.99 0.99 1.00 1.00 1.00 0.99 0.99

Lift Mouth Corner 1.00 1.00 1.00 0.99 0.99 0.98 1.00 0.99 0.99 0.99 1.00 1.00
Blow Up Right 0.97 0.99 0.98 0.99 0.99 0.99 0.99 1.00 0.99 1.00 1.00 1.00
Blow Up Left 0.98 0.97 0.97 0.99 0.99 0.99 0.99 0.98 0.98 1.00 1.00 1.00

Lift Cheek Right. 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
Lift Cheek Left. 0.99 0.99 0.99 0.98 0.97 0.97 1.00 1.00 1.00 1.00 0.99 0.99

Ave. 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
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Table A3. The results of a single device for each gesture in Evaluation 2.

Device 1 Device 2 Device 3

R P F R P F R P F

Default 1.00 1.00 1.00 0.98 1.00 0.99 0.97 1.00 0.98
Open Mouth 1.00 0.99 0.99 0.99 0.98 0.98 0.98 0.97 0.97

Slide Jaw Right 1.00 1.00 1.00 1.00 0.97 0.98 0.96 0.97 0.96
Slide Jaw Left 0.99 0.99 0.99 0.98 0.97 0.97 0.94 0.94 0.94

Lift Mouth Corner 0.99 0.99 0.99 0.98 0.98 0.98 0.97 0.97 0.96
Blow Up Left 1.00 0.99 0.99 0.98 0.99 0.98 0.99 1.00 0.99

Ave. 1.00 0.99 0.99 0.98 0.98 0.98 0.97 0.97 0.97

Table A4. The results of multiple device combinations for each gesture in Evaluation 2.

Device 1 and 2 Device 2 and 3 Device 3 and 1 Device 1, 2 and 3

R P F R P F R P F R P F

Default 0.99 1.00 1.00 0.99 1.00 0.99 1.00 1.00 1.00 0.99 1.00 0.99
Open Mouth 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 0.99 0.98 0.99

Slide Jaw Right 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
Slide Jaw Left 1.00 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 0.99 0.99

Lift Mouth Corner 1.00 1.00 1.00 1.00 0.99 0.99 1.00 0.99 0.99 1.00 0.99 0.99
Blow Up Left 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Ave. 1.00 1.00 1.00 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 0.99

Table A5. The results of a single device for each gesture in Evaluation 3.

Device 1 Device 2 Device 3

R P F R P F R P F

Default 0.16 0.19 0.15 0.29 0.31 0.27 0 0 0
Open Mouth 0.44 0.32 0.31 0.76 0.68 0.65 0.11 0.17 0.12

Slide Jaw Right 0.34 0.35 0.33 0.41 0.44 0.39 0.1 0.04 0.06
Slide Jaw Left 0.59 0.52 0.51 0.2 0.29 0.21 0.39 0.48 0.41

Lift Mouth Corner 0.47 0.55 0.46 0.16 0.12 0.13 0.72 0.69 0.66
Blow Up Left 0.36 0.42 0.38 0.35 0.41 0.29 0.5 0.64 0.51

Ave. 0.39 0.39 0.36 0.36 0.37 0.32 0.3 0.34 0.29

Table A6. The results of multiple device combinations for each gesture in Evaluation 3.

Device 1 and 2 Device 2 and 3 Device 3 and 1 Device 1, 2 and 3

R P F R P F R P F R P F

Default 0.3 0.28 0.27 0.17 0.19 0.17 0.21 0.3 0.22 0.27 0.38 0.31
Open Mouth 0.71 0.61 0.64 0.77 0.65 0.66 0.47 0.35 0.37 0.73 0.61 0.64

Slide Jaw Right 0.73 0.74 0.7 0.5 0.46 0.41 0.38 0.4 0.36 0.62 0.63 0.57
Slide Jaw Left 0.48 0.56 0.45 0.44 0.56 0.47 0.68 0.56 0.55 0.66 0.59 0.54

Lift Mouth Corner 0.56 0.56 0.52 0.79 0.66 0.66 0.74 0.77 0.68 0.68 0.7 0.63
Blow Up Left 0.37 0.51 0.41 0.41 0.55 0.45 0.3 0.3 0.28 0.44 0.44 0.37

Ave. 0.52 0.54 0.5 0.51 0.51 0.47 0.46 0.45 0.41 0.57 0.56 0.51
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