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Abstract: Nowadays, AC distributed power networks are facing many challenges in guaranteeing
and improving the required level of power quality indices in power networks with increasing
nonlinear, time-variable and unbalanced loads. Power networks can benefit from avoiding and
minimizing different AC problems, such as frequency fluctuation and Total Harmonic Distortions
(THDs), by using power filters, such as Hybrid Active Power Filters (HAPFs). Therefore, attention
towards responsible power quality indices, such as Total Harmonic Distortion (THD), Power Factor
(P.F) and Harmonic Pollution (HP) has increased. THD and HP are important indices to show the
level of power quality at the network. In this paper, modern optimization techniques have been
employed to optimize HAPF parameters, and minimize HP, by using a nature-inspired optimization
algorithm, namely, Whale Optimization Algorithm (WOA). The WOA algorithm is compared to the
most competitive powerful metaheuristic optimization algorithms: Manta Ray Foraging Optimization
(MRFO), Artificial Ecosystem-based Optimization (AEO) and Golden Ratio Optimization Method
(GROM). In addition, the WOA, and the proposed modern optimization algorithms, are compared to
the most competitive metaheuristic optimization algorithm for HAPF from the literature, called L-
SHADE. The comparison results show that the WOA algorithm outperformed all other optimization
algorithms, in terms of minimizing harmonic pollution, through optimizing parameters of HAPF;
therefore, this paper aims to present the WOA as a powerful control model for HAPF.

Keywords: hybrid active power filter; metaheuristic optimization algorithms; total harmonic distortion;
power quality; harmonic pollution

1. Introduction
1.1. Background

Recently, electrical energy consumption has increased worldwide, due to the increase
in population and the electrification of industrial processes, such as vehicles, and new
customers’ behavior in observing rapid technological progress. Therefore, attention towards
responsible energy utilization and high-power quality indices has increased [1,2]. Power
networks benefit from avoiding and minimizing different AC problems, such as frequency
fluctuation and THD [2]. However, AC distributed power networks have faced many
challenges in guaranteeing and improving the required level of power quality indices, with
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increasing nonlinear loads [3,4]. In the last few years, there has been an increase in interest
in improving the efficiency of power filters to improve devices and network performance.
This process is described in [5,6] as a complex and challenging optimization problem. In
this work, the proposed new optimization algorithms have been tested and employed to
achieve optimal performance in terms of power quality.

1.2. Literature Review

In general, nonlinear load is caused by two main types of harmonic distortions:
current and voltage harmonic sources [5–7]. In addition, non-linear loads lead to lower
power factors, higher power transmission-line losses and higher Total Harmonic Distortions
(THDs). In power systems, minimizing the THD is an important and main task in improving
the power quality of the electrical system. In the last few years, power filters have been
studied and used to minimize the THD from the power grid. In general, there are three
main types of power filters: Passive Power Filter (PPF), Active Power Filter (APF) and
Hybrid Active Power Filter (HAPF) [5]. However, the disadvantage of using PPFs in the
power network is limited ability to follow the dynamic behavior of nonlinear loads. To
overcome this problem, APF has three-phase Pulse Width Modulated (PWM) included and
uses voltage source inverters, which have more efficiency, less cost and less size compared
to current source inverters [5–7]. APFs need a high level of power rating compared to
PPFs [8]. Therefore, HAPFs have been introduced as a solution that have the benefits of
APF and PPF due to combining them [5,8].

In the literature, many studies have concentrated on controlling PPF by using differ-
ent optimization algorithms, such as Particle Swarm Optimization (PSO) and direction
hybrid [9,10]. However, the literature [8–10] focused on using a common control method
(PWM) [8], and developing optimal control for power filters based on a common opti-
mization algorithm (PSO) [9,10]. The results in [9,10] did not consider the significance
of using modern optimization algorithms. Therefore, developing and employing new
and powerful metaheuristic optimization algorithms, such as WOA, can be beneficial for
improving the power quality performance in the network. There is a limited number
of studies on designing HAPF-based metaheuristic optimization algorithms, due to the
complexity of the model. For example, the authors in [8] have used the L-SHADE opti-
mization algorithm to improve HPAF. However, the L-SHADE optimization algorithm
has only been compared to a common algorithm, such as the Differential Evolution (DE)
algorithm. In addition, to the best of the authors’ knowledge, there is no work on HAPF
that has been addressed by using these modern optimization algorithms and which include
a comprehensive comparative case study for the optimization algorithms. In this paper,
modern optimization techniques have been employed on HAPF to minimize the THD and
improve the power quality at power networks. The modern optimization techniques in
this work are: Whale Optimization Algorithm (WOA) [11], Manta ray foraging optimiza-
tion (MRFO) [1,12], Artificial Ecosystem-based Optimization (AEO) [13] and Golden Ratio
Optimization Method (GROM) [14,15]. These modern optimization algorithms have been
compared to the following powerful, and most competitive, metaheuristic optimization
algorithms: Autonomous Groups Particles Swarm Optimization (AGPSO), Modified Par-
ticle Swarm Optimization (MPSO), Improved Particle Swarm Optimization (IPSO) [16],
Equilibrium Optimizer (EO) [17,18] and L-SHADE optimization algorithm [8]. Among
modern optimization techniques, the WOA has a great deal of experience in solving com-
plex engineering optimization problems [11,19]. The obvious advantages, such as simplicity,
flexibility, fast convergence speed, and stochastic nature, have attracted considerable in-
terest from the current research community in a variety of fields, including electrical and
power systems, data mining and machine learning, and wireless sensor networks [19,20].
Therefore, this paper aims to present the WOA as a powerful control model for HAPF
parameter optimization.
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1.3. Contributions

In this work, the proposed optimization algorithm, WOA, has been evaluated on
two configurations of HAPF. The first configuration included the APF and the shunt
passive filter in series with non-linear load and source. In the second configuration, the
APF and the shunt passive filter were combined and connected with non-linear load
and source. In both configurations, the THD problem in HAPF was formulated as a
single objective function [5,8]. The proposed optimization algorithms were applied in
this work to minimize voltage and current THD at the same time. In general, a limited
number of researchers [8] have focused on applying common optimization algorithms to
solve the THD problem in HAPF. Achieving the minimum THD for HAPF is a complex
and challenging task. Therefore, it is important to employ more flexible and modern
optimization algorithms. The main contributions of this paper can be summarized as
follows: firstly, a new optimization algorithm, WOA, is applied and employed to improve
the performance of HAPF; secondly, a comprehensive comparative case study is conducted
for the proposed modern optimization algorithms (MRFO, AEO, GROM) and the common
powerful optimization methods from literature (AGPSO, MPSO, IPSO, EO, L-SHADE). To
the best of the author’s knowledge, there is no work on HAPF that has addressed using
these modern optimization algorithms.

1.4. Outline of Paper

The remainder of this article is organized as follows: the circuit system of HAPF and
the optimization problem are introduced in Section 2; the optimization process and WOA
algorithm are presented in Section 3; case studies and results of the proposed optimization
models are discussed in Sections 4 and 5; and, finally, the conclusions and summary of this
work are presented in Section 6.

2. Methodology

In this article, HAPFs are used to improve the power quality of power circuits. In
power systems, minimizing HP and THD are significant factors in improving power
quality of the electrical system. However, to achieve higher power quality, it is necessary
to optimally control the HAPF. In this work, different modern optimization algorithms
are evaluated on two configurations of HAPF. The outline scheme of the HAPF optimal
controlling process is:

• Firstly, the topology of HAPF and the problem statement are described. In Section 2.1,
the description of the HAPF, based on two configurations, is presented. Based on the
topology of HAPF, the power quality problem has been described as an optimization
problem under a number of constraints.

• Secondly, the HAPF optimization problem has been solved by using different optimiza-
tion algorithms. Section 3 presents the methodology of the optimization algorithms to
solve the HAPF optimization problem.

2.1. System Description and Problem Statement: Hybrid Active Power Filters

The basic topology of HAPF for the system is shown in Figure 1. This system consists
of a power supply (voltage source), HPAF and a nonlinear load. As previously discussed,
HAPF is mainly the combination of PPF and APF [8,19].

In this work, two configurations of HAPF are commonly used in power systems.
Figure 2a presents the first configuration of HAPF, where the APF and the shunt passive
filter are in a series with a nonlinear load and source. In this configuration, the APF injects a
harmonic compensation current to cancel the load harmonic and improve the performance
of PPF. In addition, the dropped voltage over the PPF will also reduce the voltage rating
of the APF [5]. In the second configuration, as shown in Figure 2b, the APF and the shunt
passive filter are combined. This configuration allows a lower rating of current in the APF,
due to high impedance at the series APF. In Figure 2, the point of common coupling (PCC)
represents the point where the load is connected to the system. The PPF is represented by
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inductive, ZL, and reactance, ZC, as tuned filter, as shown in Figure 2. The voltage and
current source, transmission line resistance and reactance and load current at the harmonic,
H, are presented by VSH, ISH, RSH, LSH and ILH , respectively. To minimize the voltage THD,
APF works as a controlled voltage source. The APF injects a voltage harmonic waveform
to cancel the voltage THD in the system. The voltage harmonic waveform is equal to the
proportional factor, F, of the harmonic current. In this work, the proposed optimization
method aimed to find the optimal values of F, ZL, and ZC under both configurations so as
to achieve the minimum impact of THD [5,8].
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Figure 2. The main circuit of configurations 1 and 2 of HAPF.

In general, HAPF combines both APF and PPF to reduce the size and cost of the filter
compared to APF. HAPF, under the main two topologies, shown in Figure 2, is normally
used for compensation in industrial power systems. This compensation is worked without
indicating the interface transformer at the power system [5–8]. In the power system, the
PCC is the closest point to the load and is identified as the point where the load is connected
to the power system. This common power system structure will help controllers achieve
synchronization with the grid voltage, as presented in [2,5,8]. In addition, common control
strategy and power transformation, to compensate for currents, voltages and power, are
based on the synchronous reference frame detection method as described in [2] and used
in [2,5,8].

In this work, the impact of THD on the power system is represented by Harmonic
Pollution (HP) as per [21]. In power networks, the higher the level of HP, the greater the
potential risk, installation and power quality problems at the power network. The HP is
described by Equation (1)

HP =
√

VTHD2 + ITHD2 (1)

where the VTHD and ITHD are the voltage and current THD, respectively. The F, ZL, and
ZC as decision variables are then used to minimize HP by minimizing VTHD and ITHD.
The description of the common and known VTHD and ITHD equations is prescribed by
IEEE 519-2014 [22]. Equation (2) describes the optimization problem in this work.

arg min
F, ZL, ZC

HP (2)

Subject to the following:

• HAPF parameters [8,22].

0 ≤ F ≤ 20 (3)

0 ≤ ZL ≤ 10 (4)

0 ≤ ZC ≤ 10 (5)

• The VTHD and ITHD limitation (VTHDlim, ITHDlim) based on IEEE 519-2014 [22].

VTHD ≤ VTHDlim (6)
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ITHD ≤ ITHDlim (7)

• Power factor limitation [8,22].

PF = PFtarget + ε (8)

where the power factor in the network, PF, needs to be equal to the target power factor
with a small error, ε, less than 10−2.

3. Description of the Modern Optimization Algorithms

The optimal operation of HAPF requires minimization of HP by selecting optimal
decision variables F, ZL, and ZC to reduce VTHD and ITHD. The objective function, as
described in Equation (2), is designed to minimize HP by considering the optimal values of
F, ZL, and ZC under several constraints, Equations (3) to (8). In this study, the proposed
WOA is considered to optimize the parameters of HAPF, and the results of the proposed
WOA are compared with other modern optimization algorithms, such as MRFO, AEO,
and GROM.

Modern optimization algorithms are employed and applied in this work to find and
achieve the minimum HP: Whale Optimization Algorithm (WOA) [11], Manta ray for-
aging optimization (MRFO) [1,12], Artificial Ecosystem-based Optimization (AEO) [13]
and Golden Ratio Optimization Method (GROM) [14,15]. These modern optimization
algorithms were used to solve complex and stochastic optimization problems in the sim-
plest way within a low computational. In addition, the results of the proposed WAO
optimization algorithm were compared to powerful, and most competitive, metaheuristic
optimization algorithms, namely: Autonomous Groups Particles Swarm Optimization
(AGPSO), Modified Particle Swarm Optimization (MPSO), Improved Particle Swarm Op-
timization (IPSO) [16], Equilibrium Optimizer (EO) [18,21] and L-SHADE optimization
algorithm [8]. From the results of the analysis, it is shown that the WOA algorithm outper-
formed all other optimization algorithms in terms of minimizing HP. Therefore, this paper
aims to present the WOA as a powerful control model for HAPF. The WOA optimization
algorithm is explained in detail below:

Whale Optimization Algorithm

The Whale Optimization Algorithm (WOA) is a metaheuristic optimization algorithm
proposed by Mirjalili and Lewis [11]. The WOA is nature-inspired, based on the natural
movement behavior of humpback whales. The WOA algorithm utilizes the hunting strat-
egy for whales as inspiration to find an optimal solution. The WOA algorithm is tested
with 35 common optimization and engineering problems, and compared to benchmarked
methods, such as the Particle Swarm Optimization (PSO) method [16]. The results showed
that the WOA outperformed the common methods and presented a competitive algorithm
for solving complex problems, such as power quality problems in the power system. In
WOA, the search area is randomly generated and updated every iteration, based on the
best solution location. The solution-represented particle, which connects to the position,
acts as a search agent. This process can be presented by the following equations

→
d =

∣∣∣→c .
→
xp(n)−

→
x (n)

∣∣∣ (9)

→
x (n + 1) =

→
xp(n)−

→
a .
→
d (10)

where n is the current iteration,
→
x is the position vector,

→
d is a vector to compare the best

solution (
→
xp(n)) to the current solution

→
x (n),

→
xp is the best solution that has been found so

far (the
→
xp will be updated at each iteration in case a better solution is found),

→
a and

→
c are

coefficient vectors.
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A fitness function (optimization problem) is used to evaluate the solutions and then
move towards the optimal solution, based on the inspiration of whale behaviors [8]. The
main steps for solving the HAPF optimization problem, Equation (2), by using the WOA
algorithm, are summarized in Figure 3. The objective function (optimization problem),
the cost function, Equation (2), is selected as the problem we aim to solve and the fitness
function in WOA. Then, the WOA starts with generating a random population (exploration
phase) within the domain by using the following equations

→
d =

∣∣∣→c .
→
xra −

→
x
∣∣∣ (11)

→
x (n + 1) =

→
xra −

→
a .
→
d (12)

where
→
xra is the random position vector (exploration phase), which is chosen from the

available population.
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In the step, the size of the population and the number of iterations for solving the
problem need to be selected. The searching process is started by evaluating each new
search agent (solution) by using the fitness function, Equation (2), under the constraints
described by Equations (3)–(8). The WOA algorithm is worked, based on an iteration
process. At each iteration, the position of the search agent (solution) is updated, based on
the best solution obtained in Step 3, and a new random solution generated to avoid the
local optimal solution. In general, after the best solution is defined, the other search agents
will update their positions to move towards the best solution within three phases, based
on the movement of the whale. Firstly, the encircling prey phase aims to let the search
agents update their positions in the neighborhood of the current best solution. Secondly,
the bubble-net attacking method (exploitation phase) includes a new random position for a
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search agent between the current position of the solution and the current position of the
best solution. Thirdly, the search for prey (exploration phase) aims at avoiding the local
optimal solution by updating the position of the search agent, based on a new random
agent from the domain, instead of the best solution agent. This process is repeated from 2
to 4 until the maximum number of iterations is achieved as a termination criterion.

4. Case Studies

As described in Figure 2, two configurations of HAPF are used in the paper to evaluate
the performance of the proposed modern optimization algorithms. To check the stability,
and robustness, and to evaluate these algorithms, the two configurations of HAPF are
simulated with different model parameters under three case studies, as presented in
Tables 1 and 2. In these case studies, the industrial plant is connected to a total three-phase
apparent load equal to 5.1+ j4.965 MVA at a line-to-line voltage equal to 4.16 kV. In addition,
the rated short circuit capacity is 80 MVA and the target power factor, PFtarget, is 95%. The
limitations of the VTHD and ITHD, VTHDlim and ITHDlim, are determined to be 5%. The
level of load can slightly impact the levels of the harmonics; for example, increasing the
nonlinear loads will increase the current magnitude and harmonics but without impacting
on the optimization algorithms’ performance. In this work, the numerical data of these case
studies were used as common data for an industrial plant [8,22]. In addition, this paper
aims to employ three different case studies (different levels of source harmonics) to evaluate
the proposed optimization algorithms. In Tables 1 and 2, the voltage and current source,
transmission line resistance and reactance, and load current at harmonic, H, are presented
by VSH, ISH, RSH, LSH and ILH , respectively. In addition, the current load, voltage load,
load resistance at harmonic, H, are presented by ILH , VLH, RLH and ZLH, respectively.

Table 1. The parameters of case studies for configuration 1 of HAPF.

Parameters Case 1 Case 2 Case 3

RS1 (Ω ) 0.02163 0.02163 0.02163
IS1 (A) 0.2163 0.2163 0.2163

RL1 (Ω ) 1.7421 1.7421 1.7421
ZL1 (Ω ) 1.696 1.696 1.696
VS1 (KV) 2.4 2.4 2.4

VS5 (%VS1 ) 0 2 4
VS7 (%VS1 ) 0 1.5 3
VS11 (%VS1 ) 0 1 2
VS13 (%VS1 ) 0 0.5 1

IL5 (%IL ) 40 40 40
IL7 (%IL ) 6 6 6
IL11 (%IL ) 2 2 3
IL13 (%IL ) 1 1 2

The three case studies for each configuration, as presented in Tables 1 and 2, aim to
evaluate the performance of the optimization algorithms with different levels of voltage
and current harmonic distortions.

The main aim of using the proposed modern optimization method is to minimize the
HP under the different operation cases. In this work, the performance of the proposed
modern optimization method was compared to powerful metaheuristic optimization al-
gorithms from the literature. In this work, the parameters of optimization algorithms are
determined as the optimal value over a testing range, as presented in Table 3.
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Table 2. The parameters of case studies for configuration 2 of HAPF.

Parameters Case 1 Case 2 Case 3

RS1 (Ω ) 0.02163 0.02163 0.02163
IS1 (A) 0.2163 0.2163 0.2163

RL1 (Ω ) 1.7421 1.7421 1.7421
ZL1 (Ω ) 1.696 1.696 1.696
VS1 (KV) 2.4 2.4 2.4

VS5 (%VS1 ) 0 2 4
VS7 (%VS1 ) 0 1.5 3
VS11 (%VS1 ) 0 1 2
VS13 (%VS1 ) 0 0.5 1

IL5 (%IL ) 40 40 40
IL7 (%IL ) 6 6 6
IL11 (%IL ) 2 2 2
IL13 (%IL ) 1 1 1

Table 3. The main parameters of the optimization algorithms.

Algorithm Parameters Values

MRFO
Size of population 100

Maximum iteration number 500
Shape constant 1

EO

Constant values for controlling exploration (a1) 2
Constant values for controlling exploitation (a2) 1

Number of search particles 100
Maximum number of iterations 500

Generation probability 0.5

IPSO

Coefficient of inertia Decreasing from 0.9 to 0.4 (linearly)
Search agent number 100

Maximum iteration number 500
Coefficient of acceleration 1 and 2

AGPSO
Coefficient of inertia Decreasing from 0.9 to 0.4 (linearly)

Number of search agents 100
Maximum iteration number 500

AEO
Inertia coefficient 1 and 2
Size of population 100

Maximum number of iterations 500

GROM
Golden ratio 1.618

Number of search agents 100
Maximum number of iterations 500

MPSO

Coefficient of inertia Decreasing from 0.9 to 0.4 (linearly)
Search agent number 100

Maximum iteration number 500
Coefficient of acceleration 1 and 2

WOA
Number of search agents 100

Maximum number of iterations 500

5. Results and Discussion

The optimized results obtained from the proposed WOA, modern and other optimiza-
tion algorithms, for the two configuration models of HAPF are presented in the following
subsections. Firstly, the proposed optimization methods are evaluated in terms of HP,
VTHD and ITHD, in all cases. Then, the harmonics of compensated system results for all
algorithms under different cases are presented. Finally, a comparison section is presented
to show and compare the performance of all algorithms under different scenarios. In
general, the proposed optimization algorithm, WOA, outperformed all other optimization
algorithms, by achieving the minimum HP in all simulations. In addition, the proposed
WOA algorithm provided a higher power quality level, compared to the other algorithms,
in terms of minimum VTHD and ITHD.
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5.1. Harmonics Analysis under all Case STUDY Conditions

This section presents the performance of the optimization methods in this paper
under different operation scenarios. Tables 4 and 5 present the results of the proposed
optimization algorithms for configurations 1 and 2 of HAPF over three different cases, as
discussed in Section 4. The results in Tables 4 and 5 show that the WOA outperformed all
algorithms in terms of the HP for all cases. In addition, the proposed optimization method
achieved a lower HP compared to L-SHADE [8] from the literature for all cases. In general,
the results in Tables 4 and 5 show that the increasing trend of voltage leads to an increase
in the VTHD, ITHD and HP.

Table 4. The results of optimization algorithms for configuration 1 of the HAPF system over the three
different cases.

Optimization
Algorithm

ZC (Ω) ZL(Ω) F (Ω) IS (A) VLH (V) Transmission
Efficiency (%)

Transmission
Loss (W)

ITHD
(%) VTHD (%) HP (%)

Case 1

WOA 2.709668 0.103934 19.9999 753.8507 2430.08 99.29864169 12,292.13 0.199743 0.125255 0.235766692
AEO 2.709428 0.103694 20 753.8507 2430.08 99.29864169 12,292.13 0.199949 0.12501 0.235811789

AGPSO 2.709443 0.103709 20 753.8507 2430.08 99.29864169 12,292.13 0.199935 0.125025 0.235807572
GROM 2.709394 0.10366 20 753.8507 2430.08 99.29864169 12,292.13 0.199982 0.124976 0.23582184
MPSO 2.709576 0.103842 20 753.8507 2430.08 99.29864169 12,292.13 0.199816 0.12516 0.235778556
IPSO 2.709523 0.103789 20 753.8507 2430.08 99.29864169 12,292.13 0.199862 0.125106 0.23578841
EO 2.709515 0.10378 20 753.8507 2430.08 99.29864169 12,292.13 0.199869 0.125097 0.235790216

MRFO 2.709479 0.103745 19.9999 753.8507 2430.08 99.29864169 12,292.13 0.199902 0.125061 0.235798895
L-SHADE [8] 2.7094 0.10365 20 752.9 2431.59 99.29 12,290 0.2 0.125 0.236

Case 2

WOA 2.608059 0 19.9999 753.612 2430.56 99.29899871 12,284.35 1.438586 2.329165 2.737615864
AEO 2.699685 0.091682 20 753.5515 2430.79 99.29912149 12,282.37 0.511079 2.703904 2.7517811

AGPSO 2.699563 0.09156 19.9999 753.5516 2430.79 99.29912131 12,282.38 0.511591 2.703398 2.751378991
GROM 2.674307 0.066684 19.6643 753.6114 2430.75 99.29902512 12,284.33 0.699179 2.598871 2.751278888
MPSO 2.699501 0.091499 20 753.5516 2430.79 99.29912122 12,282.38 0.511848 2.703144 2.751177609
IPSO 2.699511 0.091509 20 753.5516 2430.79 99.29912124 12,282.38 0.511804 2.703187 2.751211422
EO 2.69933 0.091329 19.9966 753.5518 2430.79 99.29912097 12,282.38 0.512653 2.702439 2.75063412

MRFO 2.699031 0.09103 19.9848 753.5519 2430.79 99.29912066 12,282.39 0.514242 2.701195 2.749708921
L-SHADE [8] 2.6998 0.09176 20 753.55 2430.8 99.3 12,280 0.511 2.704 2.752

Case 3

WOA 2.615877 0 9.75041 752.8964 2431.86 99.30003131 12,261.03 3.307698 4.594555 5.661343106
AEO 2.615877 4.85× 10−17 9.75103 752.8964 2431.86 99.30003134 12,261.03 3.307491 4.594606 5.661263412

AGPSO 2.615877 0 9.75103 752.8964 2431.86 99.30003134 12,261.03 3.307491 4.594606 5.661263412
GROM 2.615877 0 9.75103 752.8964 2431.86 99.30003134 12,261.03 3.307491 4.594606 5.661263412
MPSO 2.615877 0 9.75103 752.8964 2431.86 99.30003134 12,261.03 3.307491 4.594606 5.661263412
IPSO 2.615877 0 9.75103 752.8964 2431.86 99.30003134 12,261.03 3.307491 4.594606 5.661263412
EO 2.615877 0 9.75103 752.8964 2431.86 99.30003134 12,261.03 3.307491 4.594606 5.661263412

MRFO 2.615877 1.25 × 10−7 9.75101 752.8964 2431.86 99.30003133 12,261.03 3.307493 4.594606 5.66126432
L-SHADE [8] 2.6159 1.36 × 10−8 9.75 752.9 2431.87 99.3 12,260 3.306 4.609 5.672

Table 5. The results of optimization algorithms for configuration 2 of HAPF system over the three
different cases.

Optimization
Algorithm

ZC (Ω) ZL (Ω) F (Ω) IS (A) VLH (V) Transmission
Efficiency (%)

Transmission
Loss (W)

ITHD
(%) VTHD (%) HP (%)

Case 1

WOA 2.710505 0.10477230 20 753.8507 2430.08 99.29864162 12,292.13298 0.192439 0.12102636 0.22730
AEO 2.710115 0.10438244 20 753.8507 2430.08 99.29864162 12,292.1331 0.192657 0.12064263 0.22731

AGPSO1 2.710018 0.10428551 20 753.8507 2430.08 99.29864162 12,292.13313 0.192731 0.12055103 0.22732
GROM 2.709904 0.10417129 19.9999 753.8507 2430.08 99.29864161 12,292.13315 0.192829 0.12044509 0.22735
MPSO 2.709984 0.10425194 20 753.8507 2430.08 99.29864162 12,292.13313 0.192759 0.12051967 0.22733
IPSO 2.709942 0.10420972 20 753.8507 2430.08 99.29864161 12,292.13314 0.192795 0.12048048 0.22734
EO 2.709979 0.10424678 20 753.8507 2430.08 99.29864162 12,292.13313 0.192763 0.12051486 0.22733

MRFO 2.710062 0.10432978 19.9999 753.8507 2430.08 99.29864159 12,292.13366 0.192696 0.12059295 0.22732
L-SHADE [8] 2.7099 0.10416 20 753.85 2430.09 99.29 12,290 0.193 0.12 0.2274

Case 2

WOA 2.690802 0.08284364 20 753.5593 2430.77 99.29910792 12,282.63264 0.559311 2.66508995 2.72314
AEO 2.700516 0.09251425 19.9999 753.5513 2430.79 99.29912184 12,282.37063 0.503653 2.70512008 2.75160

AGPSO 2.700648 0.09264524 20 753.5511 2430.79 99.29912208 12,282.36593 0.503084 2.70566005 2.75203
GROM 2.701244 0.09323842 20 753.5506 2430.79 99.29912297 12,282.34878 0.500571 2.70810475 2.75397
MPSO 2.701180 0.09317464 20 753.5507 2430.79 99.29912285 12,282.35121 0.500836 2.70784197 2.75376
IPSO 2.701108 0.09310331 20 753.5507 2430.79 99.29912274 12,282.3532 0.501134 2.70754803 2.75353
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Table 5. Cont.

Optimization
Algorithm

ZC (Ω) ZL (Ω) F (Ω) IS (A) VLH (V) Transmission
Efficiency (%)

Transmission
Loss (W)

ITHD
(%) VTHD (%) HP (%)

Case 2

EO 2.699022 0.09102766 19.9998 753.5525 2430.79 99.29911973 12,282.4107 0.510492 2.69898720 2.74684
MRFO 2.700827 0.09279294 19.9993 753.5468 2430.79 99.29912871 12,282.22403 0.502473 2.70626688 2.75251

L-SHADE [8] 2.7013 0.09331 20 753.55 2430.8 99.3 12,2800 0.5 2.708 2.754

Case 3

WOA 2.616002 5.096× 10−5 10.3001 752.8877 2431.87 99.30004442 12,260.74687 3.312369 4.61549677 5.680073
AEO 2.615950 2.19 × 10−16 10.3055 752.8877 2431.87 99.30004442 12,260.74776 3.311876 4.61549756 5.680787

AGPSO1 2.615950 0 10.3055 752.8877 2431.87 99.30004442 12,260.74776 3.311876 4.61549756 5.680787
GROM 2.615950 2.16 × 10−16 10.3055 752.8877 2431.87 99.30004442 12,260.74776 3.311876 4.61549756 5.680787
MPSO 2.615950 0 10.3055 752.8877 2431.87 99.30004442 12,260.74776 3.311876 4.61549756 5.680787
IPSO 2.615950 0 10.3055 752.8877 2431.87 99.30004442 12,260.74776 3.311876 4.61549756 5.680787
EO 2.615950 0 10.3055 752.8877 2431.87 99.30004442 12,260.74776 3.311876 4.61549756 5.680787

MRFO 2.615950 1.119 × 10−7 10.3055 752.8877 2431.87 99.30004441 12,260.74811 3.311877 4.61549756 5.680787
L-SHADE [8] 2.6188 1.81 × 10−4 8.84 752.68 2431.88 99.3 12.26 3.312 4.615 5.6814

5.2. Results of Harmonics with Compensated System

Figures 4 and 5 present the individual voltage and current harmonics (VLH) and
(ILH), respectively, for various cases under HAPF configuration 1. The results presented
in Figures 4 and 5 show evidence that all optimization algorithms satisfied the achievement
of limitation of harmonics required in standard IEEE 519, (VLH ≤ 3), ILH(H = 5, 7) < 4,
and ILH(H = 11, 13) < 2 [8,20]. In Figure 4, the WOA outperformed the other proposed
optimization algorithms by reducing the voltage harmonic (VLH). For example, the WOA
reduced the voltage harmonic (VL5) at case 2 by 23% compared to other algorithms. The
voltage and current harmonics (VLH) and (ILH) increased over the three cases with in-
creasing voltage source harmonics. The WOA outperformed all algorithms and slightly
improved the performance, except for the IL5 in case 2, where the WOA recorded the
highest value with 1.35%. However, the WOA for the IL5 at case 2 satisfied the limitation
( ILH(H = 5, 7) < 4).

The individual voltage and current harmonics, (VLH) and (ILH), for configuration 2 of
HAPF are shown in Figures 6 and 7, respectively. The results show that all optimization
algorithms satisfied the limitation of harmonics. In addition, the results in this section
showed that the increasing trend of voltage from cases 1 to 3 led to an increase in the
harmonic level. In Figures 6 and 7, the WOA outperformed the other proposed optimization
algorithms by reducing the current harmonics (ILH). For example, the WOA in Figure 6
reduced the current harmonics (IL5) at cases 1 and 2 by 75%, and 5% compared to other
algorithms. Similar to configuration 1, the voltage and current harmonics (VLH) and
(ILH) increased over the three cases with increasing voltage source harmonics. The WOA
outperformed all algorithms and slightly improved performance, except for the IL5 in
case 2, where the WOA recorded the highest value with 0.45%. However, the WOA for the
IL5 in case 2 satisfied the limitation ( ILH(H = 5, 7) < 4). The results of all algorithms at
configuration 2 showed better results compared to configuration 1.
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Overall, the HAPF optimization problem is a complex and challenging task, which
requires a balance between exploration and exploitation to avoid local optimal points and
to achieve a global one. The results showed that the WOA algorithm is a very competitive
algorithm, and was the best algorithm in almost all the cases, achieving a good balance
between the exploration and exploitation phases. The WOA’s ability to derive the adaptive
strategy and update the information helped in avoiding the extra number of iterations and
achieved the optimal solution.

5.3. Comparative Performance and Statistical Analysis

To evaluate the convergence for the proposed optimization algorithms, convergence
curves for all cases were generated over 500 iterations. The convergence curves show the
relationship between the number of iterations and the HP value. The convergence curves
introduce the speed of the optimization algorithm in achieving the final (optimal) solution.
For example, Figure 8 shows the convergence results for all optimization algorithms
for configurations 1 and 2 of the HAPF system within case 3 parameters. The results
presented smooth convergence curves for all optimization algorithms. However, the WOA
algorithm achieved the optimal solution with a smaller number of iterations compared
to other algorithms. In addition, the GROM, AEO and EO algorithms showed similar
convergence behavior to WOA. All algorithms achieved the optimal solution with less
than 300 iterations for all cases, compared to the L-SHADE algorithm [8], which required
more than 1500 iterations to achieve the optimal solution. The results in Figure 7 show
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that the proposed optimization algorithms in this paper are more efficient and powerful
compared to L-SHADE [8], in terms of computational cost and higher efficiency in CPU
utilization. In addition, the results of all algorithms at configuration 2 showed better results,
in terms of the fitness value, by 10%, and in computational cost by 32%, compared to
configuration 1. This is mainly due to the convergence curve of the WOA leaning towards
being accelerated as iteration increases. The WOA convergence curve has been accelerated
regarding the WOA searching for promising regions in the initial steps and can derive an
adaptive strategy and update information to help to avoid an extra number of iterations.
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Figure 8. The Convergence comparison results for all optimization algorithms for case study 3
(a) Configuration 1 of HAPF (b) Configuration 2 of HAPF.

In Section 1, the proposed optimization algorithms results were presented for all cases.
This section provides further analysis of the performance of the optimization algorithms
over 20 runs of simulations. The statistical analysis for all algorithms is presented in Table 6
considering the minimum, maximum, mean and standard deviation values of the HP value
as a cost function. The WOA showed the most effective performance compared to other
algorithms, achieving the lower value of the minimum values for all cases.



Electronics 2022, 11, 1453 15 of 17

Table 6. The statistical analysis results of all optimization algorithms for the different HAPF systems.

Case Study of
HAPF

Optimization
Algorithm Minimum Maximum Mean Standard

Deviation

Configuration
1/Case1

WOA 0.235766692 0.469826 0.237665 0.052876309
AEO 0.235811789 0.235826 0.235824 3.04936 × 10−6

AGPSO 0.235807572 0.235916 0.235825 2.51373 × 10−5

GROM 0.23582184 0.492987 0.235825 0.057503316
MPSO 0.235778556 0.492987 0.23583 0.1055344
IPSO 0.23578841 0.492979 0.235821 0.05750202
EO 0.235790216 0.236637 0.235824 0.000185485

MRFO 0.235798895 0.235867 0.235827 1.46314 × 10−5

Configuration
1/Case2

WOA 2.737615864 2.81752 2.756903 0.018962596
AEO 2.7517811 2.952527 2.752029 0.084461027

AGPSO 2.751378991 2.752278 2.751971 0.000253608
GROM 2.751278888 2.952426 2.752029 0.047503307
MPSO 2.751177609 2.75286 2.751955 0.000359295
IPSO 2.751211422 2.753154 2.75205 0.000505761
EO 2.75063412 2.753359 2.75202 0.000497049

MRFO 2.749708921 2.952446 2.752314 0.082200423

Configuration
1/Case3

WOA 5.601029678 6.075889 5.668014 0.141450192
AEO 5.661263412 5.874927 5.661263 0.087682408

AGPSO 5.661263412 5.874927 5.661263 0.103770037
GROM 5.661263412 5.661264 5.661263 4.46357 × 10−8

MPSO 5.661263412 5.87493 5.874927 0.104558563
IPSO 5.661263412 5.874927 5.874927 0.107392539
EO 5.661263412 5.874927 5.661264 0.065595524

MRFO 5.66126432 5.874928 5.661381 0.077773785

Configuration
2/Case1

WOA 0.227333375 0.374346 0.228852 0.032383272
AEO 0.227313411 0.4588 0.227358 0.071226658

AGPSO 0.227327958 0.227406 0.227359 1.71045× 10−5

GROM 0.22735514 0.4588 0.227358 0.051752048
MPSO 0.227334808 0.22739 0.227359 1.3785 × 10−5

IPSO 0.227344748 0.458807 0.227368 0.113256767
EO 0.227335944 0.227737 0.227358 0.000113333

MRFO 0.227320864 0.227378 0.227362 1.38645 × 10−5

Configuration
2/Case 2

WOA 2.723147738 2.780197 2.7549 0.015270307
AEO 2.751607155 2.949088 2.754218 0.04358177

AGPSO 2.75203382 2.754539 2.75416 0.000518827
GROM 2.753979531 2.754341 2.754198 7.40857 × 10−5

MPSO 2.753769282 2.75494 2.754148 0.000265005
IPSO 2.753534424 2.949048 2.754154 0.043576249
EO 2.746840797 2.757001 2.75419 0.002199937

MRFO 2.752518836 2.949141 2.75431 0.059895568

Configuration
2/Case 3

WOA 5.680073815 6.081872 5.687081 0.095893203
AEO 5.680787098 5.68209 5.680787 0.000291242

AGPSO 5.680787098 5.906081 5.906081 0.114994201
GROM 5.680787098 5.849521 5.680787 0.037730048
MPSO 5.680787098 5.906081 5.906081 0.092458845
IPSO 5.680787098 5.906081 5.906081 0.110250146
EO 5.680787098 5.691575 5.680789 0.003574488

MRFO 5.680787674 5.68109 5.680795 8.22709 × 10−5

6. Conclusions

This work presented modern metaheuristic optimization algorithms for hybrid active
power filters (HAPF). The proposed algorithms were employed to achieve the minimum
HP by finding the optimal parameter design of HAPF under the limitations of harmonic
distortion levels, as presented in the common standard IEEE 519. In addition, the robust-
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ness of the proposed algorithms was evaluated through two configurations of HAPF and
in different case studies. The proposed optimization algorithm, WOA, was employed to
improve the performance of HAPF compared to modern optimization algorithms (MRFO,
AEO, GROM), and the common powerful optimization methods from literature (AGPSO,
MPSO, IPSO, EO, L-SHADE). The WOA outperformed the other metaheuristic optimization
algorithms and L-SHADE from the literature. The WOA outperformed the other proposed
optimization algorithms, by reducing the current and voltage harmonics (VLH, ILH). For
example, the WOA reduced the voltage harmonic (VL5) at case 2 by 23% and the IL5 by
75% at case 1 (configuration 1), compared to other algorithms. The voltage and current
harmonics (VLH) and (ILH) increased over the three cases with increasing voltage source
harmonics. The results showed that the proposed modern optimization algorithms can
improve power quality by successfully minimizing the VTHD, ITHD and HP to a lower
level, compared to the literature. Hence, the investigation of the performance of the pro-
posed modern metaheuristic optimization algorithms under various ranges of constraints,
by using new techniques to handle the constraints, will be part of our future work.
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Nomenclature

THD Total Harmonic Distortions
HAPF Hybrid Active Power Filters
PF Power Factor
HP Harmonic Pollution
WOA Whale Optimization Algorithm
MRFO Manta ray foraging optimization
AEO Artificial Ecosystem-based Optimization
GROM Golden Ratio Optimization Method
PPF Passive Power Filter
APF Active Power Filter
PWM Pulse Width Modulated
PSO Particle Swarm Optimization
DE Differential Evolution
AGPSO Autonomous Groups Particles Swarm Optimization
MPSO Modified Particle Swarm Optimization
IPSO Improved Particle Swarm Optimization
EO Equilibrium Optimizer
PCC Point of common coupling
ZL inductive
ZC reactance
H At harmonic H
VSH Voltage source
ISH current source
RSH transmission line resistance
LSH transmission line reactance
ILH load current
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VTHD voltage THD
ITHD voltage THD
VTHDlim VTHD limitation
ITHDlim ITHD limitation
PFtarget target power factor
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