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Abstract: The password-based key derivation function Scrypt has been employed for many services
and applications due to its protection ability. It has also been employed as a proof-of-work algorithm
in blockchain implementations. Although this cryptographic hash function provides very high
security, the processing speed and power consumption to generate a hashed block for the blockchain
network are low-performance. In this paper, a high-speed and low-power hardware architecture of
the Scrypt function is proposed to generate blocks for the Scrypt-based blockchain network. This
architecture minimizes the number of main computational blocks to reduce the power consumption
of the system. In addition, the proposed sharing resources and pipelined architectures make the
calculation speed increase significantly while the hardware cost is reduced by half compared to
the parallel non-pipelined architecture. The full hardware system is designed and implemented
on Xilinx Virtex-7 and Aveo U280 FPGA platforms. The hash rate of the proposed system reaches
229.1 kHash/s. Its hash rate, hardware and energy efficiencies are much higher than those of the other
works implemented on FPGA and GPU hardware platforms. The proposed hardware architecture is
also successfully implemented in an ASIC design using ROHM 180 nm CMOS technology.

Keywords: Scrypt hash algorithm; SHA-256 algorithm; PBKDF2; Salsa20; blockchain

1. Introduction

Cryptographic hash functions are security algorithms to parse input data of arbitrary
size to output hash data of fixed length. Currently, these functions are widely applied to
blockchain systems to provide barriers to attackers [1,2]. Depending on the security de-
mand, different blockchain technologies employ different cryptographic hash functions to
protect their networks [3]. There are a variety of hash functions applied for the blockchain
networks, such as Secure Hash Algorithm-1 (SHA1), SHA3 [4], SHA256 and ETHASH [5].
In the Internet of Things (IoT) applications, blockchain technology has recently been con-
sidered to be used to protect the security of data exchanged between the low-end devices.
An SHA-256 accelerator with power-efficient architecture for blockchain-based IoT appli-
cations is proposed in [6]. For evaluating different implementation styles and hardware
architectural schemes of SHA2 hash processing accelerator, Raffaele et al. propose an
easy-to-use workbench [7]. This workbench is a user-configurable parameter framework
to explore the performance, resources and energy consumption of SHA2 designs on dif-
ferent target hardware technologies. More advanced cryptographic hash functions, called
password-based key derivation functions (PBKDF), such as PBKDF2, Bcrypt and Scrypt,
provide more security than others [8–10].

Among password-based key derivation functions, Scrypt is the maximal memory-hard
function [11,12]. It has been created by Colin Percival [13]. It has been employed for many
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services and applications due to its protection ability [14,15]. It has also been employed
as a proof-of-work algorithm in the blockchain implementations [16]. Although this hash
function provides very high security, it costs an enormous amount of delay and power
to generate a hashed block for the blockchain network which raises concerns from many
researchers [17–19].

There are some related works of implementing the Scrypt function. For the software
platforms, R. Han et al. [20] formulate and implement the Scrypt function on the Graphic
Processing Units (GPUs) to analyze the speed and power. Ntantogian et al. [21] propose
a framework to quantify the delay time for password hashing. In addition, the popular
Content Management Systems (CMS) and web applications are used as inputs of the
proposed framework to evaluate the security of hashing schemes of these applications.
Moreover, a set of solutions is proposed to enhance the security of the hashing schemes
of CMS and Web application frameworks. This framework is also run on GPUs. Two
Scrypt and Bcrypt functions are implemented and their hash rates are compared when
they are implemented on GPUs [22]. Scrypt function execution time is sped up 1.5×
by performing the simple data-intensive computation at near memory, called near-data-
processing (NDP) [12]. In addition, several Litecoin mining systems using the Scrypt
algorithm are implemented on different kinds of GPUs [23]. These GPU-based Scrypt
hashing systems have to run many cores in a parallel manner to increase the hash rate;
therefore, they cost huge amounts of power consumption.

For the hardware platforms, Luca et al. [24] propose a design architecture with
multiple Salsa cores and multiple ROMix cores to exploit parallel instances of the Scrypt
algorithm. This design provides high throughput, but it costs much in hardware resources
and power consumption. An ASIC prototype for multiple Scrypt cores design architecture
is implemented to obtain the high hash rate [25]. Duong et al. [26] propose a hardware
design using two separate ROMix cores and apply the traditional pipelined technique; thus,
the throughput of this design is low. Therefore, these approaches are not sufficient to apply
to a blockchain network.

In this paper, a new Scrypt hardware architecture for hashing the blocks of the
blockchain networks is introduced to increase the hashing speed, hardware and energy
efficiencies. Accordingly, the sharing resources architectures for two PBKDF2 cores are
proposed to reduce the hardware resources. In these PBKDF2 cores, the optimized SHA256
core is used as the main processing unit [27]. In addition, the Mix block and the F_Round
module are proposed for the Salsa 20/8 core to lower the total hardware resource of the
ROMix core. Finally, the sharing PBKDF2 cores and pipelined hardware architecture for
Scrypt core are proposed to improve the hash speed, hardware and energy efficiencies.
This architecture uses a sharing pair of PBKDF2 cores and sixty-four ROMix cores working
together in a pipelined mechanism. When comparing to a parallel non-pipelined Scrypt
architecture, the hash performance of the proposed design is increased up to 64 times.
Meanwhile, it takes only half of the cost of hardware resources. This proposed hardware
architecture is implemented on the Xilinx Virtex-7 field-programmable gate array (FPGA)
and the ASIC ROHM 180nm CMOS technology. The hash rate, hardware efficiency and en-
ergy efficiency of the proposed implementation are evaluated and compared to those of
related works.

The outline of this paper is shown as follows. The Scrypt algorithm is explained in
Section 2. Then, the proposed hardware design of the Scrypt hashing system is mentioned
in Section 3. Section 4 shows the results of our proposed hardware implementation. Finally,
the conclusion of the paper is presented in Section 5.

2. Background

This section gives the backgrounds of the Scrypt block hashing in blockchain networks
and the Scrypt hashing algorithm.
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2.1. Scrypt-Based Block Hashing for the Blockchain Network

Figure 1 shows the Scrypt-based block hashing system in a computer node of the
blockchain network. First, the pending transactions stored in the mempool are selected to
form a candidate block. Then, this block is hashed and validated by the Scrypt function.
Finally, the validated block is added to the blockchain network. Algorithm 1 shows the
detail of the Scrypt block hashing system. Because our system is considered to apply to the
blockchain network, the salt value specified by any blockchain hashing processes [28,29] is
generated from the block header of the blockchain network and the padding.
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Figure 1. Scrypt-based block hashing for the blockchain networks.

Algorithm 1 (block_hash, nonce) = Scrypt-based_block_hashing(block_header)

1: nonce = 0
2: while nonce < 232 do
3: block_hash = SHA256(SHA256(block_header))
4: scrypt_hash = Scrypt(block_header)
5: if scrypt_hash < target then return (block_hash, nonce)
6: else
7: nonce = nonce + 1
8: end if
9: end while

In the blockchain networks, each block consists of two main fields: header and transac-
tions. The transaction field contains the transactions which need to be executed. The header
field, which is used for the block hashing process, consists of six sub-fields as described in
Table 1.

The primary module of this block hashing system is the Scrypt. It takes the 640-bit
block header to compute a 256-bit Scrypt hash. Then, the Comparator module checks
if the hash output is lower than the target value; in which case, the block header with
the current nonce is considered to be valid. Otherwise, the block header is changed by
increasing its nonce value to re-calculate a new Scrypt hash until a valid block header is
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found. Finally, the block, which includes the valid block header and transactions, is hashed
by the double-SHA256 (DSHA256) module before being added to the blockchain network.
Due to its high-security process, the Scrypt module costs an enormous amount of delay
and power to generate a hashed block.

Table 1. Fields of block header. Reprinted with permission from [27], 2020, Lam Duc Khai.

Field Length in Bit Description

Version 32 Block version number

Previous
Block Hash 256 256-bit hash of the

previous block header

Merkle Root 256 256-bit hash based on all of the
transactions in the block

Time Stamp 32 Current block timestamp as seconds
since 1970-01-01T00:00 UTC

nBits 32 Current target in compact format

Nonce 32 32-bit number (starts at 0)

2.2. Scrypt Algorithm

Introduced by Colin Percival [13], the Scrypt algorithm is a password-based key
derivation function. The Scrypt pseudo code is presented in Algorithm 2. The parameters
of the Scrypt algorithm, (r, N, p), are specified by the users depending on their using
purposes. These parameters affect how much memory and computational power are used.
For the block hashing in the Litecoin blockchain application, these parameters used in our
proposed Scrypt hashing system are specified as (1, 1024, 1) for (r, N, p), respectively [28].
This algorithm performs three steps using two functions, PBKDF2 and ROMix, as shown in
Algorithm 2.

Algorithm 2 Out = Scrypt (blockheader)
Scrypt variables and parameters for hashed block mining:
message = blockheader (640 bits)
salt = blockheader, padding (1024 bits)
Block size factor (r) = 1
Number of iterations (c) = 1
Parallelization parameter (p) = 1
CPU/Memory cost parameter (N) = 1024
Length of DK in bits (dklen) = 256
Algorithm’s steps:

1: p_out = PBKDF2(message, salt, c, 1024 × r × p)
2: r_out = ROMix(p_out, N, r)
3: scrypt_out = PBKDF2(message, r_out, c, dklen)
4: return scrypt_out

2.2.1. PBKDF2

Password-Based Key Derivation Function 2 (PBKDF2) is one of the key derivation
functions used to reduce vulnerabilities to brute force attacks with intensive computa-
tions. In the Scrypt algorithm, PBDKF2 uses the Hash-based Message Authentication Code
(HMAC) to input the message along with salt value to produce a derived key [30]. Algo-
rithm 3 depicts more details regarding the PBKDF2 algorithm.

In cryptography, the HMAC is a message authentication code (MAC) using a cryp-
tographic hash function and a secret cryptographic key. It is used for verifying the data
integrity and authenticity of a message. The HMAC pseudo code is shown in Algorithm 4.
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The HMAC for PBDKF2 uses the SHA256 as its cryptographic hash function. The SHA256
is a member of the Secure Hash Algorithm 2 (SHA2) family, created by the United States
National Security Agency [31]. The SHA256 shown in Algorithm 5 includes three steps:
Padding, Block Decomposition and Hash Computation. The input message of SHA256
is split into N of 512-bit blocks by the Padding, and then these N blocks are processed
sequentially by the Block Decomposition and Hash Computation. The high-speed and
low-power SHA256 hardware implementation approaches are presented in [27,32].

Algorithm 3 Out = PBKDF2(message, salt, c, dklen)

1: Out = ""
2: for i← 1 to (dklen/256) do
3: DKi = HMAC({salt, i}, message)
4: Out = {DK, DKi}
5: end for
6: return Out

Algorithm 4 Out = HMAC(salti, message)

1: IPAD = 36363636...3616 (256 bits)
2: OPAD = 5C5C5C5C...5C16 (256 bits)
3: KHASH = SHA256(message)
4: IXOR = {(KHASH ⊕ IPAD), IPAD}
5: OXOR = {(KHASH ⊕ OPAD), OPAD}
6: IHASH = SHA256({IXOR, salti})
7: OHASH = SHA256({OXOR, IHASH})
8: Out = OHASH
9: return Out

Algorithm 5 digest = SHA256(message_in)

1: M[0:N−1], N = Padding_Splitting (message_in)
2: H(0) = H_Constants
3: for t← 0 to (N-1) do
4: W = BlockDecomposition(M(t))
5: H(t+1) = HashComputation(H(t), K_Constants, W)
6: end for
7: return digest = {H(N)

1 , H(N)
2 , H(N)

3 , H(N)
4 , H(N)

5 , H(N)
6 , H(N)

7 , H(N)
8 }

2.2.2. ROMix

A sequential memory-hard function used in Scrypt is the ROMix. In the ROMix,
the message block is mixed by two main phases: writing memory phase and reading
memory phase. The detail of the ROMix algorithm is depicted in Algorithm 6. In our
proposed Scrypt block hashing system, the memory required for the ROMix core is 128 KB.

The BlockMix algorithm, shown in Algorithm 7, uses the Salsa 20/8 function to mix
data. Salsa20 is an original cipher function developed by Daniel J. Bernstein [33]. Salsa 20/8
is a hash function whose input is a set of sixteen 32- bit strings in little-endian format [34].
The description of Salsa 20/8 is mentioned in Algorithm 8. Salsa 20/8 has a total of eight
rounds: four rounds of ColumnRound and four rounds of RowRound, which are calculated
by Equations (1) and (6), respectively.

(y0, y1, . . . , y15) = ColumnRound(x0, x1, . . . , x15) (1)
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where the ColumnRound function is calculated by four QuarterRound blocks in
Equations (2)–(5).

(y0, y4, y8, y12) = QuarterRound(x0, x4, x8, x12) (2)

(y5, y9, y13, y1) = QuarterRound(x5, x9, x13, x1) (3)

(y10, y14, y2, y6) = QuarterRound(x10, x14, x2, x6) (4)

(y15, y3, y7, y11) = QuarterRound(x15, x3, x7, x11) (5)

(x0, x1, . . . , x15) = RowRound(y0, y1, . . . , y15) (6)

where the RowRound function is calculated by four QuarterRound blocks in Equations (7)–(10).

(x0, x1, x2, x3) = QuarterRound(y0, y1, y2, y3) (7)

(x5, x6, x7, x4) = QuarterRound(y5, y6, y7, y4) (8)

(x10, x11, x8, x9) = QuarterRound(y10, y11, y8, y9) (9)

(x15, x12, x13, x14) = QuarterRound(y15, y12, y13, y14) (10)

where the QuarterRound function is calculated by Rotation Left (RotL) operators
in Equations (11)–(15).

(n0, n1, n2, n3) = QuarterRound(m0, m1, m2, m3) (11)

where
n0 = m0 ⊕ RotL[(m3 + m2, 18)] (12)

n1 = m1 ⊕ RotL[(m0 + m3, 7)] (13)

n2 = m2 ⊕ RotL[(m1 + m0, 9)] (14)

n3 = m3 ⊕ RotL[(m2 + m1, 13)] (15)

Algorithm 6 block = ROMix (block, N, r)

1: for i← 0 to (N-1) do
2: Mem i = block
3: block = BlockMix(block, r)
4: end for
5: for j← 0 to (N-1) do
6: j = block[489:480] (block’s 10-bit from 480 to 489)
7: block = BlockMix(block ⊕Memj, r)
8: end for
9: return block
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Algorithm 7 block = BlockMix(block, r)

1: X = block[1023:512] (block’s 512 high bits)
2: for i← 0 to (2 × r − 1) do
3: X = X ⊕ block[511:0] (block’s 512 low bits)
4: X = X + Salsa20/8(X)
5: if (i == 0) then
6: OutH = X
7: else
8: OutL = X
9: end if

10: end for
11: block = {OutH, OutL}
12: return block

Algorithm 8 Out = Salsa20/8(message)

1: {x0, x1, . . . , x15} = message
2: for i← 0 to 3 do
3: {y0, . . . , y15} = ColumnRound({x0, . . . , x15})
4: {x0, . . . , x15} = RowRound({y0, . . . , y15})
5: end for
6: Out = {x0, x1, . . . , x15}
7: return Out

3. Proposed Scrypt Hardware Architecture

In this section, the Scrypt hardware architectures for the block hashing system are
proposed to increase the hashing speed, hardware resources and energy efficiencies.

3.1. Low-Resource and High-Throughput Non-Pipelined Scrypt Architecture

As mentioned in Algorithm 2, the Scrypt function includes two PBKDF2 cores and
one ROMix core. The first arguments, message, of two PBKDF2 cores are similar. Then,
we can see from the Algorithms 3 and 4 that outputs IXOR and OXOR at step 4 and step
5 of Algorithm 4 are not changed for both PBKDF2 cores. Thus, these outputs should
be generated once to reduce the latency and hardware resources. Our proposed non-
pipelined Scrypt architecture is shown in Figure 2. In this architecture, two PBKDF2 cores
are implemented in a different manner. PBKDF2_1 core and PBKDF2_2 are implemented
for step 1 and step 3 in Algorithm 2, respectively. The values IXOR and OXOR are generated
once from PBKDF2_1 core, and then they are stored to use for PBKDF2_2 core. Therefore,
the PBKDF2_2 core is not only faster in processing time but smaller in hardware resource
use than those of the PBKDF2_1 core.
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Figure 2. Proposed non-pipelined Scrypt architecture.

3.2. Low-Resource and High-Throughput PBKDF2 Core Architectures

In this sub-section, new hardware architectures for two PBKDF2 cores are proposed to
reduce the number of processing modules and unnecessary calculations by sharing the data
and hardware resource between two PBKDF2 cores. In the PBKDF2 function, the SHA256
core is used as the key processing unit. Duong et al. [26] use three SHA256 cores for the
PBKDF2_1 core and two SHA256 cores for the PBKDF2_2 core. Because these SHA256
modules must be performed sequentially, the hardware resource is used inefficiently if one
module performs whereas the others are idle. In addition, this design has a lack of sharing
resource and data between two PBKDF2 cores. Therefore, our proposed architecture uses
only one SHA256 core for the PBKDF2_1 core and one SHA256 core for the PBKDF2_2 core.
The hardware resources are reduced considerably. Although a SHA256 core can be shared
to both PBKDF2_1 and PBKDF2_2 cores, two SHA256 cores are still necessary to perform
the pipelined technique, as discussed in Section 3.4. In our design, the architecture of the
high-speed and low-power SHA256 is used [27,32].

Figure 3 shows the high throughput architecture for the PBKDF2_1 core described in
Algorithm 3. Since the input argument dklen of PBKDF2_1 core is 1024, the HMAC core is
operated iteratively 4 times when the factor i changes from 1 to 4. From Algorithms 3 and 4,
the values IXOR and OXOR do not change while the HMAC core is being operated itera-
tively, and then the IOXOR instance, which performs steps 1 to 5 of Algorithm 4, only needs
to operate once at the first iteration. Then, these outputs of IOXOR are stored in registers to
use for three next iterations; thus, the total throughput of PBKDF2_1 core is increased.
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Figure 3. Proposed PBKDF2_1 core.

In addition, as mentioned in Section 3.1, the values IXOR and OXOR are also reused
for PBKDF2_2 core; thus, the PBKDF2_2 core and its HMAC core have less complexity and
higher throughput as shown in Figure 4. Since the input argument dklen of PBKDF2_2 core
is 256, the HMAC core in the PBKDF2_2 core is operated only once.

SHA256
mess_in

{IXOR,salt,i}

{OXOR,IHASH}

IHASH

OHASH

r_out

scrypt_out

PBKDF2_2

HMAC

DK

digestOXOR

IXOR

salt
MUX DEMUX

Figure 4. Proposed PBKDF2_2 core.

3.3. Proposed Architecture for ROMix Core

As mentioned in Algorithm 6, the ROMix is divided into two phases: writing memory
phase and reading memory phase. Each phase consists of 1024 loops. Its hardware
architecture is presented in Figure 5. There are two main parts in the ROMix core: one
128 KB BRAM and one BlockMix core. In the writing phase, 1024 loops are performed to
write the outputs from the BlockMix core into BRAM with the write addresses generated
from a UP-COUNTER. Then, in the reading phase, 1024 loops are performed to read data
from the BRAM with the read address generated from the BlockMix core. In BlockMix core,
the Salsa20/8 instance is the key processing unit.
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Figure 6 shows the hardware architecture of the BlockMix core. BlockMix performs
two loops of Salsa20/8 operation, and each Salsa20/8 performs four loops of ColumnRound
and RowRound alternatively. If a Salsa20/8 core uses both ColumnRound and RowRound
modules, the total area is large. It can be realized that the outputs of ColumnRound and
RowRound modules depend on each other; therefore, these modules cannot be performed in
parallel. In addition, the functions of ColumnRound and RowRound are similar. Therefore,
in our design, only one module, named F_Round, is needed for both ColumnRound and
RowRound to reduce half of the hardware resources without any latency loss compared
to the conventional design. F_Round module includes four QR modules that perform the
QuarterRound function as mentioned in Section 2.
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Figure 6. BlockMix core.

The function of the Mix block is to mix 512-bit signal a to 512-bit signal b. This function
is shown in Equation (16).

(b0, b1, . . . , b15) = Mix(a0, a1, . . . , a15) (16)

where
b0 = a6 ; b1 = a9 ; b2 = a12 ; b3 = a3;
b4 = a10 ; b5 = a13 ; b6 = a0 ; b7 = a7;
b8 = a4 ; b9 = a1 ; b10 = a14 ; b11 = a11;
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b12 = a2 ; b13 = a5 ; b14 = a8 ; b15 = a15.
where ai and bi are 32-bit signals.

3.4. Shared Resources—Pipelined Scrypt Architecture

In this section, a shared resource and pipelined architecture for the Scrypt core is
proposed to increase the hashing speed while reducing the hardware resources and power
consumption. This pipelined architecture is proposed to make sure that all processing
modules such as PBKDF2 cores and ROMix cores have no free time and are utilized with
the highest efficiency.

The non-pipelined Scypt architecture includes one PBKDF2_1 core, one ROMix core
and one PBKDF2_2 core. The latencies of these cores are shown in Table 2. Thus, the total
processing latency of the non-pipelined Scrypt core is 57,012 cycles.

From the results, the latency of the ROMix core is 64 times longer than that of the
PBKDF2_1 core. In addition, the ROMix core cannot be split into smaller pieces to divide
its latency into 64 times for applying pipeline as the traditional way. Thus, the latency to
perform one hash input of the Scrypt function equals the total latencies of the PBKDF2_1,
ROMix and PBKDF2_2 cores. In other words, this Scrypt core needs 64 times this latency to
perform 64 hash inputs of Scrypt function. This latency number can be reduced if several
Scrypt cores perform parallel; however, the hardware cost is correspondingly increased.

The hardware resources (HR) of the instances in our implementation in Xilinx Virtex-7
and Aveo U280 FPGA platforms are also shown in Table 2. For both platforms, the total
resources of two PBKDF2 cores approximately are equal to those of the ROMix instance.
Therefore, a new pipelined Scrypt core architecture is implemented as Figure 7 to speed
up the throughput while saving the hardware resources when compared to the 64 parallel
non-pipelined Scrypt cores. In this architecture, one PBKDF2_1 core, 64 ROMix cores
and one PBKDF2_2 core are used. Using this core, after the PBKDF2_1 core finishes
processing the first hash input to make the output for the first ROMix core, it continues
processing the second hash input to output for the corresponding ROMix core without
any waiting. When all 64 inputs are already given to PBKDF2_1 core, the first ROMix
core also finishes its work for the first hash input to produce the output to PBKDF2_2
core. Applying this technique, the hashing speed of our proposed pipelined Scrypt core
is increased approximately 64 times compared to that of the single non-pipelined Scrypt
core. In addition, the hardware resources are saved when compared to the 64 parallel
non-pipelined cores because only one PBKDF2_1 core and one PBKDF2_2 core are used in
the proposed pipelined core, instead of 64 PBKDF2_1 cores and 64 PBKDF2_2 cores when
64 non-pipelined cores are used for processing in parallel.

Table 2. Instances hardware resources.

Instances Latency
(No. Clocks)

HR Vertex 7
(No. Slices)

HR Aveo U280
(No. Slices)

PBKDF2_1 (P1) 873 509 519

PBKDF2_2 (P2) 267 451 452

ROMix 55,872 965 949
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Figure 7. Proposed pipelined Scrypt architecture.

Figure 8 shows the timing schedule of the pipelined Scrypt core. Each hash input is
processed by three modules: PBKDF2_1 (P1), ROMix and PBKDF2_2 (P2). In our design,
the P1 takes 873 cycles, the ROMix takes 55,872 cycles which is 64 times of P1, and the P2
takes 267 cycles. The proposed Scrypt core works pipeline for a sequence of hash inputs as
follows: the 1st hash input is processed by P1 core, then the output is continued to process
by ROMix_1 core, and finally the output hash of the 1st hash input is conducted by P2
core. Since there are 64 ROMix cores in the Scrypt core and the latency of each ROMix core
is 64 times that of P1 core, the 2nd to the 64th hash inputs can be processed pipeline as
indicated in Figure 8. After the 64th hash input is processed by P1, the pipeline processing
is continued for the 65th hash input. The 1st hash input is conducted by ROMix_1 core,
and at the same time the 65th hash input is also conducted by P1 core; thus, the 65th
hash input is continued to be processed by ROMix_1 core without any waiting time. This
pipelined procedure is the same for the next hash inputs. The n th input is processed by the
core ROMix_m, which m is (n mod 64).

P1        ROMix_1

P1        ROMix_2

1
st
 

2
nd

P13
rd

         ROMix_3

873 55,872

P2

267

65th          ROMix_1

P2

Hash

input

P2

P1

...

Figure 8. Pipelined Scrypt timing chart.

In the blockchain network, the Scrypt-based block hashing system has to compute
a huge number of hash inputs until the satisfying output is found, and then if those
inputs are performed by the proposed pipelined Scrypt core, the processing latency reaches
873 cycles per hash input. Therefore, its hash performance is increased approximately 64
times compared to the single non-pipelined Scypt core.

4. Results
4.1. Function Verification Results

The Scrypt-based block hashing system is designed by the Verilog Hardware Descrip-
tion Language (HDL), and then it is implemented and verified on FPGA Xilinx Virtex 7.
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The verification flow is presented in Figure 9. To verify the implemented system, the real
data of the hashed blocks are collected from the Litecoin blockchain network [35]. These
data include the block header, target, nonce and block hash values. The block header
and the target value are input to our Scrypt-based block hashing system to be computed.
The outputs of our system are the nonce and block hash values. Then, these outputs are
compared to the expected values collected from the blockchain network. The system is
verified by 10,000 different input values.

==?

Block header

Target value

Hashed value

Nonce value

Collect hashed block 

information from Script-

based Litecoin blockchain

Script-based block 

hashing system

Success

Hashed value

Nonce value
==?

Block header

Target value

Hashed value

Nonce value

Collect hashed block 

information from Script-

based Litecoin blockchain

Script-based block 

hashing system

Success

Hashed value

Nonce value

Figure 9. Verification flow.

4.2. Implementation Performance Results

To prove our proposed designs obtain higher performance than [25,26] on the same
platform, the proposed designs are implemented in the Xilinx Virtex 7 FPGA platform.
However, if this FPGA does not have enough Block RAM (BRAM) resources to implement
our proposed pipelined design with 64 ROMix instances, then the proposed pipelined
design with 32 ROMix instances is implemented on this FPGA. To achieve the best perfor-
mance as explained in Section 3.4, our proposed pipelined design with 64 ROMix instances
is implemented in the Xilinx Aveo U280 FPGA platform, which has enough BRAM re-
sources for our design. The BRAM resources used on the targeted FPGA devices are shown
in Table 3. In this section, all results, including the hardware resource cost (HW), processing
frequency (Freq.) and power consumption (Power), are collected after our design pass the
place and route process on the Xilinx Vivado Design Suite.

Table 3. BRAM utilization comparison (Parameter (N, r, p) = (1024, 1, 1)).

Design Devices No.
Cores

No.
BRAM

BRAM
Utilization (%)

Proposed
Non-pipelined Virtex-7 VX485T 1 28.5 28.5/1030 (2.8%)

Proposed
Non-pipelined Virtex-7 VX485T 32 912 912/1030 (88.5%)

Proposed
Pipelined
32 ROMix

Virtex-7 VX485T 1 912 912/1030 (88.5%)

Proposed
Pipelined
64 ROMix

Alveo U280 1 1824 1824/2016 (90.5%)
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The implementation results of the pipelined Scrypt core with 32 ROMix instances
and 64 ROMix instances, single non-pipelined Scrypt core and 32 parallel non-pipelined
Scrypt cores are shown in Table 4. In addition, these results are also compared to the
previous designs. All designs utilize the on-chip memory for the BRAM of ROMix cores.
The configuration parameters (N, r, p) of these designs are (1024, 1, 1). The implementation
results are shown in Tables 4 and 5. As explained in Section 3.4, the processing latency
of the non-pipelined core is 57,012 cycles, and the processing latency of the pipelined
Scrypt core is 1746 cycles for 32 ROMix instances or 873 cycles for 64 ROMix instances,
respectively. The frequencies of the single non-pipelined Scrypt core, 32 parallel non-
pipelined Scrypt cores and the proposed pipelined Scrypt core with 32 ROMix instances are
the same (156.05 Mhz) because their critical paths implemented on the same Virtex 7 FPGA
platform are the same. The Hashrate, hardware efficiency (HW.E f f ) and energy efficiency
(Ener.E f f ) are calculated by Equations (17)–(19), respectively.

Hashrate =
Frequency

Number of latency cycles
(Hash/s) (17)

HW.E f f =
Hashrate

Number of HW.slices
(Hash/s/slice) (18)

Ener.E f f =
Powerconsumption

Hash rate
(Joule/Hash) (19)

The proposed single non-pipelined Scrypt core includes one PBKDF2_1 instance, one
ROMix instance and one PBKDF2_2 instance. The hardware architectures of these instances
are proposed in Sections 3.2 and 3.3 to reduce hardware resources.

From the results in Table 4, hardware efficiency of our design (1.17 Hs/Slice) is much
higher than that of [25,26]. Our hardware efficiency is slightly slower than that of [24],
but our power consumption (0.55 W) is four times lower than that of [24].

Table 4. Hardware implementation comparison results (Parameter (N, r, p) = (1024, 1, 1)).

Design Devices No.
Cores

HW.
(Slice)

Freq.
(MHz)

Hash Rate
(kHash/s)

HW. Eff.
(Hash/s/Slice)

Power
(W)

[24] Spartan-6 LX45 1 5859 50.00 6.90 1.18 2.25

[25] Virtex-6 LX240T 1 4670 200.00 1.33 0.28 NA

[26] Virtex-7 VX485T 1 52,298 355.05 5.33 0.10 NA

Proposed
Non-pipelined Virtex-7 VX485T 1 2347 156.05 2.74 1.17 0.55

Proposed
Non-pipelined Virtex-7 VX485T 32 75,104 156.05 87.68 1.17 17.6

Proposed
Pipelined
32 ROMix

Virtex-7 VX485T 1 35,041 156.05 89.38 2.34 7.03

Proposed
Pipelined
64 ROMix

Alveo U280 1 68,431 259.94 229.1 3.35 14.45
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Table 5. Other platform implementation comparison results.

Design Devices No.
Cores

Parameter
(N, r, p)

Freq.
(MHz)

Hash Rate
(kHash/s)

Power
(W)

Ener. Eff.
(J/kHash)

[20] NVDIA-CUDA 9.1 1 (1024, 1, 1) 2600.00 41.33 NA NA

[21] NVIDIA-GTX 1070 1 (8192, 1, 1) 1683.00 0.12 NA NA

[22] NVIDIA-GTX 480 1 (4096, 1, 1) 701.00 27.75 NA NA

[12] ARMv7-Cortex A15 1 (16,384, 8, 1) 2500.00 0.01 NA NA

[23] NVIDIA-GX TITAN 1 (1024, 1, 1) 797.00 6.06 2.04 0.336

[23] AMD-AX 7990 1 (1024, 1, 1) 950.00 17.04 6.13 0.360

Proposed
Pipelined
64 ROMix

Alveo U280 1 (1024, 1, 1) 259.94 229.1 14.45 0.063

Proposed
Pipelined
64 ROMix

ROHM 180 nm ASIC 1 (1024, 1, 1) 136.30 156.13 0.82 0.005

The implementation results of the 32 parallel non-pipelined Scrypt cores are also
shown in Table 4. From the results of the single core, the results of 32 parallel cores are
scaled up 32× in terms of all parameters. The hash rate is increased by using multiple
parallel cores (175.36 kHash/s), and the hardware resource and power consumption are
also increased by the same factor. Moreover, the hash rate of our proposed pipelined Scrypt
core with 32 ROMix instances (89.38 kHash/s) is not only higher than that of the 32 parallel
cores, but the hardware resource of the proposed pipeline implementation (35,041 Slices) is
only half of that of the implementation of 32 parallel cores (75,104 Slices). The reason is that
half the resources go into ROMix core (965 slices on Virtex 7 or 949 slices on Aveo U280)
and half into PBKDF core (960 slices on Virtex 7 or 971 slices on Aveo U280) as shown in
Table 2. In the 32 parallel non-pipelined Scrypt cores, both ROMix and PBKDF cores have
to multiplied by 32, while in the proposed pipelined Scrypt core with 32 ROMix instances,
only the ROMix core has to be multiplied by 32. Our hash rate is 13 times higher than that
of [24]. The great increase in the hardware efficiency by our proposed pipeline Scrypt core
architecture (2.34 Hs/Slice) compared to that of previous works is highlighted.

Our proposed pipelined Scrypt core with 64 ROMix instances achieves highest per-
formance when it is implemented on the Aveo U280 FPGA platform. The design not only
speeds up the hash rate to 229.1 kHash/s but also achieves a hardware efficiency (3.35)
much higher that of previous designs.

The hash rate and power consumption comparisons between our proposed implemen-
tation and other GPU platforms are also shown in Table 5. For a fair comparison between
FPGA and GPA platforms, in our FPGA platform, the top SoC module including the Scrypt
proposed design IP, embedded MicroBlaze soft CPU and transmission module (UART-Lite)
is implemented. The hash rate of our proposed FPGA implementation is much higher than
that of the GPU platforms. Moreover, the energy efficiency, defined as Joule per hash (J/H),
of our Aveo U280 FPGA implementation is approximately five times higher than that of
the NVIDIA and AMD GPU implementations [23].

Besides FPGA implementation, the proposed pipelined Scrypt core is also successfully
implemented in ASIC using the Synopsis electronic design automation (EDA) tool suite.
The design methodology is defined by Synopsis design flow [36]. This proposed core
is implemented in ROHM 180 nm CMOS technology. This ASIC is an energy-saving
technology producing low frequencies with super low power consumption. From Table 5,
the ASIC implementation provides a maximum frequency of 136.30 MHz; thus, its hash
rate reaches 156.13 kHash/s. These results are worse than those of FPGA implementation
because there are two reasons: (1) the FPGA Xilinx Virtex 7 is using 28- nm high-speed
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technology; (2) implementing on different technology platforms generates different critical
paths. However, the ASIC implementation result reaches the power consumption of 0.82 W
that helps the energy efficiency (0.005 J/kHash) be 12 times higher than that of Aveo U280
FPGA implementation.

5. Conclusions

In this paper, the new pipelined hardware architecture for hashing the Scrypt-based
blocks of the blockchain network is presented. This system is implemented on both
Xilinx Virtex-7 FPGA and ROHM 180 nm ASIC. The proposed individual PBKDF2 and
ROMix cores help to reduce the hardware resources and improve the latency. In addition,
the approached pipelined Scrypt core architecture helps to improve not only the hash rate
but also the hardware and energy efficiencies. Compared to the related works implemented
on the FPGA platform, the hash rate of our pipelined design implementation is more than
40 times greater and the hardware efficiency is more than 30 times greater. The hash speed
and energy efficiency of our implementation are also much higher than those of the related
works implemented on the GPU platform.
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