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Abstract: Opportunities to apply data mining techniques to analyze educational data and improve
learning are increasing. A multitude of data are being produced by institutional technology, e-learning
resources, and online and virtual courses. These data could be used by educators to analyze and
understand the learning behaviors of students. The obtained data are raw data that must be analyzed,
requiring educational data mining to predict useful information about students, such as academic
performance, among other things. Many researchers have used traditional machine learning to
predict the academic performance of students, and very little research has been conducted on the
architecture of convolutional neural networks (CNNs) in the context of the pedagogical domain. We
built a hybrid 2D CNN model by combining two different 2D CNN models to predict academic
performance. Our sample comprised 1D data, so we transformed it to 2D image data to test the
performance of our hybrid model. We compared the performance of our model with that of different
traditional baseline models. Our model outperformed baseline models, such as k-nearest neighbor,
naïve Bayes, decision trees, and logistic regression, in terms of accuracy.

Keywords: academic performance; hybrid convolutional neural network; educational data mining

1. Introduction

Any educational institution values its students as valuable assets wants them to
succeed academically. Academic grades are important to students because they may lead to
a variety of opportunities, such as admission to a renowned institution, finding a job, and
eventually improving their living standards. According to researchers at the University
of Miami, a student’s high school GPA indicates not just what sort of college they will
attend or whether they will complete their college degree but also how much money
they will earn later in life [1]. As a result, utilizing readily available data, it is vital to
anticipate students’ academic progress in advance. Because such information is contained
in the data, data mining may be used to analyze such data in order to forecast students’
academic performance.

The technique of obtaining information from massive amounts of data is known
as data mining. It has been successfully applied in a variety of disciplines, including
healthcare [2,3], manufacturing, engineering [4], fraud detection [5], bioinformatics [6],
business [7], stock markets [8], remote sensing [9], and many more, the educational sector
is no exception. Because of the fast-growing trend of using technology in education, such
as incorporating laptops, mobile phones, tablets, iPads, and VR systems [10–13], large
amounts of data are acquired in the educational arena. These are unprocessed data, and
we need to find a way to extract information from them. Educational data mining (EDM)
is a kind of data mining that investigates raw data generated in educational settings.
When educational raw data is examined, it is possible to determine who failed or passed.
However, EDM extracts hidden information from such raw data and aids in the analysis
and prediction of whether students will pass or fail with high accuracy. For example, Hasan
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et al. found that using data mining, successful students can be predicted with a high degree
accuracy of 88.3 percent at the end of the class [14].

Researchers are interested in student-related data because it may be used to accom-
plish a variety of tasks, including; prediction of student performance [15–17]; dropout
prediction [18–20]; detection of undesired student behaviors, such as off-task behaviors
of students [21–25]; and real time monitoring of a student’s psychological status by using
sensors and wearable devices [26,27]. The popularity of wearable devices and sensors
has increased in classroom settings because they can now be used for a longer time in
real-time settings, as research has conducted done to improve the battery lifetime of such
devices [28]. In this paper, we do not focus on other tasks; instead, we focus on only
students’ academic performance. Several factors influence students’ academic success,
including demographics; educational background; and personal, psychological, and other
environmental influences. Using data mining, EDM assists in determining the relationship
between these parameters and student academic achievement. For example, Helal et al.
investigated the use of demographic and academic variables to identify vulnerable students
by developing a sub-model containing these features [29]. They created student sub-models
using four different classifications—naïve Bayes (NB), SMO, J48, and JRIP—and discovered
that their efficiency was higher than that of the base model [29]. In a 2018 study by Hussain
et al. [30], internal evaluation elements were determined to be the most influential attributes
with the greatest impact on students’ final semester scores. Fernandes et al. employed
a classification model based on gradient boosting machines to discover that information
about not just ‘grades’ and ‘absences’ but also demographic factors, such as ‘neighborhood’,
‘age’, and ‘school’, has an impact on students’ success or failure. Our data consists of
student information with attributes such as personal, assessment, registration, and other
information, which will be discussed later in Section 3. These details are presented as
one-dimensional numerical data.

A feature vector of size p × 1 is required for classification using traditional machine
learning techniques, which is generated using the feature extraction approach. Because
these features are mutually independent of one another, changing the order of the features
has no influence on the classification. However, CNN analyzes imagery by utilizing
convolutions to compute responses to nearby pixels, taking the input as an image (matrix of
size m × n). CNN automatically extracts features from distinct hidden layers, eliminating
the need for a separate feature extraction approach as in traditional machine learning. As
a result, CNN has become a popular tool for image classification and object detection.
For non-image data, the success rate of CNN is lower. Currently, the majority of data are
non-image data rather than image data. Various research that converts non-image data
to image data has been undertaken as a result of the benefits of utilizing CNN for image
data [31–33]. Isra et al. explained that in comparison to other deep learning models, CNN
only requires a few parameters to work, which reduces model complexity and improves
the learning process [33]. In our research, we converted 1D numerical data into a 2D image.
In our dataset, there are 37 features. The 37 features are embedded in an image after the
conversion from 1D to 2D, and neighboring pixels share the same information. The location
of these pixels has an impact on CNN feature extraction and therefore classification. As a
result, the order of pixels is no longer independent, as is the case in conventional machine
learning. The image’s higher-order statistics and non-linear correlations are discovered
using CNN. Due to the benefits that CNN has for image data, we used it to predict student
academic achievement in terms of pass and fail. This is a new EDM approach because of
the way CNN architectures are employed in this study. We utilized two independent 2D
CNN models and combined them to build a single 2D CNN model to predict students’
academic performance. Such a type of model is called a hybrid model. We used different
baseline models, such as k-nearest neighbor (KNN), decision tree (DT), logistic regression
(LR), naïve Bayes (NB), and artificial neural network (ANN) to compare the performance of
our model in terms of accuracy. We built this hybrid CNN model with the aim of answering
our research question:
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• Can hybrid 2D CNN architecture be applied to numerical 1D educational-domain data
to predict students’ academic performance?

The objectives or motivation of this paper are first to convert the 1D numerical data
to 2D image data so that it can be used in the 2D CNN model. The second objective is
to build a hybrid CNN model in EDM by combining two different CNN models. The
third objective is to test the performance of the hybrid model and compare it with that of
state-of-the-art models.

The main aim of this paper is to use a combination of CNN models in the EDM field to
predict the academic performance of students. To fulfill this aim, a novel hybrid 2D CNN
model in the EDM field is proposed in this paper.

The main contribution of this paper is:

• To combine two different CNN models with different numbers of convolution layers
and pooling layers to produce a single hybrid CNN model in the EDM field.

The remainder of this paper is organized as follows. Section 2 is a literature review
in which we address current work on academic performance utilizing machine learning
and deep learning, as well as the limitations of current work, and introduce our own
work. Section 3 introduces methodology, where we discuss the dataset we utilized and
how we approached our work. Section 4 shows the results of the trials and how we
compared our results to the baseline model. Section 5 explains the implications of the
results. Section 6 is the conclusion, in which we present a review of our work, as well as
some future recommendations.

2. Literature Review

Machine learning algorithms are widely employed in a variety of fields for classifi-
cations and predictions [34–37]. Student performance prediction is a prominent topic in
educational data mining, where machine learning and deep learning are utilized to predict
and improve student performance in the classroom. This section provides an overview of
studies on the academic performance of students using EDM. Research has been conducted
to predict the academic performance of students, which can be explained through several
perspectives, such as predicting early dropouts or predicting factors affecting the academic
performance of students. In EDM, different attributes are considered to measure the aca-
demic performance of students. These include demographics information (e.g., age, gender,
race, etc.), academic data (e.g., test scores, lab marks, attendance, grade point average
(GPA), previous academic marks, etc.), social attributes (e.g., number of male and female
friends, time spent on social networking, etc.), family attributes (e.g., family size, family
income, etc.), and many others. For academic attributes, researchers use pre-enrollment
and post-enrollment academic achievement as measures.

Among demographic attributes, gender is a commonly used feature to predict aca-
demic performance [38–40]. Age and country of origin are also widely used demographic
features. Aulk et al. [38] used age, and Kemper et al. [41] used country of origin to predict
academic performance. Because academic performance of students depends on their past
achievement, previous GPA is widely used as a pre-enrollment feature [40,42]. Test scores,
mid-term exam scores, and quiz scores have been used [43,44] as a post-enrollment feature
to determine student success. Li et al. [45] determined that extracurricular activities play
a significant role in determining academic performance and found that factors such as
presence in the classroom affect the success rate. Family attributes, such as family size and
family income, also play a significant role, as shown in [46].

EDM has been successfully used to predict the academic performance of students. DT
and random forest (RF) are the most common machine learning algorithms used in EDM.
References [47–50] used DT, and references [48,51,52] used RF to predict the academic per-
formance of students. Support vector machines (SVMs) were used in references [48,51,52]
to detect the student success rate by considering attributes such as demographics and social
attributes. In [48], machine learning models, such as DT, RF, LR, and SVM, were used to de-
termine the academic performance of students by considering daily activities as the feature
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set. Reference [50] used demographic features to determine the academic performance of
students, using a decision tree as the classifier. Reference [53] found that the performance
of a Bayesian network is higher than that of DT when using the student demographic and
enrolment features to determine the student academic performance. Alberto et al. used
techniques such as DT, RF, extreme gradient boosting, and multilayer perceptron (MLP)
to predict the academic performance of students [54]. MLP performed the best, with the
highest accuracy of 78.2%. Lubna et al. used NB, KNN, linear discriminant analysis (LDA),
SVM, and MLP and obtained the highest accuracy of 76.3% with SVM [55]. Azizah et al.
used NB and DT to predict student academic performance, and NB obtained the highest
accuracy of 63.8% [56].

References [57,58], employed RF, DT, NB, and rule-based classification techniques. The
rule-based technique performed the best in terms of accuracy, with an accuracy of 71.3% [57],
using data from 497 students taken from the Academic Department’s database, with
features such as GPA, family income, gender, race, grades in subjects, and university entry
mode. DT produced the best result, with an accuracy of 66.9% using the data of 300 students,
which included demographics, family attributes, and pre-enrollment attributes (previous
GPA) [58]. Pedro et al. used classification and regression problems to predict students’
academic achievement [59]. A classification model was used to forecast which students
would pass and which would fail, and a regression model was used to predict student
grades. The dataset contains 5779 records with various characteristics, such as age, sex,
scholarships, student status, etc., and employs KNN, classification and regression trees,
AdaBoost, RF, NB, and SVM for classification. RF, AdaBoost, SVM, classification, regression
trees, and ordinary least squares were utilized in the regression. Reference [59] employed
F1 scores for classification and RMSE for regression in their comparison.

Some research has been conducted in EDM using multiple combinations of machine
learning techniques. Sokkhey et al. used traditional machine learning approaches, such as
RF, NB, C5.0 of DT, and SVM as a baseline model to predict academic performance [60]. The
performance parameters were classification accuracy and root mean square error (RMSE).
Reference [60] started with baseline models and then used the 10-fold cross-validation
method to enhance accuracy. The authors were able to increase the performance even
further by combining the base model, 10-fold cross validation, and PCA models, creating
a hybrid model. Similarly, in a study by Poudyal et al., PCA was used with traditional
machine learning techniques to predict academic performance [61,62]. Additionally, in this
hybrid model, only traditional methods were used. Maria et al. created an intelligent rec-
ommender system, which predicts students’ academic performance and suggests positive
actions for improving academic performance [63]. Reference [63] used 7500 of 11,027 total
students in their research and used family attributes (parent occupations and education,
marital status, etc.), demographic attributes (age and gender), and pre-enrollment features
(past academic information). RF outperformed the other classification models.

Some researchers have used the neural network, as well as other standard approaches,
such as DT, SVM, RF, and LR, to predict students’ academic achievement [64–66]. Ahmed
et al. used 60 students in their study, among which 41 were labeled as passed and 19 were
labeled as failed; NB was the most accurate, with an accuracy of 86% [64]. Hussein et al.
employed 161 student datasets with 20 attributes, of which 75 were categorized as “good
students” and the remaining 86 as “weak students” [65]. With an ROC index of 0.807 and a
classification accuracy of 0.77, the ANN produced the best results [65]. In the case of [66],
LR was the most accurate. Hashim et al. used a total of 499 student records, including
features such as academic background and behavioral and demographic features [66].
Factors such as feature domain, lower number of features, and dataset size impacted the
accuracy in the study [66].

Deep learning (DL) is a very powerful tool. It has been used in different fields by
many researchers [67]. Deep learning in EDM is a new area of research. References [68,69]
used long short-term memory (LSTM) to determine the academic performance of students.
Reference [68] used RF as the baseline model to compare the performance of the model,
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and LSTM outperformed. Reference [16] used multiple regression, and [69] used SVM
and LR to compare the performance of the proposed model. In both studies [16,69], LSTM
outperformed other models. Vijayalakshmi et al. trained and tested their network using
the Kaggle dataset [70] and used a variety of algorithms in their study, including DT (C5.0),
NB, RF, SVM, KNN, and a deep neural network. Reference [70] employed a dataset of
500 students with 16 different features, including academic, behavioral, and demographic
features. The deep neural network had the best performance, with an accuracy of 84% [70].
Sultana et al. employed a dataset from the D2L learning management system, which
included 1100 students with 11 different characteristics [71]. In terms of accuracy and
precision, the MLP, DT, and RF generated higher results [39]. KNN and SVM exhibited
less accuracy in [71], which could be due to a lack of preprocessing techniques, such as
feature selection.

Some research has been conducted on convolutional neural network (CNNs) to predict
the academic performance of students. A 1D CNN was utilized by Akour et al. to forecast
whether students would be able to complete their degree [72]. CNN deep learning is applied
to achieve the greatest outcomes in terms of recall, F measures, and precision. Reference [72]
used datasets that included 480 students and 16 attributes. The used attributes were
demographics (gender and nationality), academic (educational stage, section, and grade
level), and behavioral (hand raising in class, school happiness, classroom surveys, and
resource opening) attributes. Different numbers of CNN layers and epochs were utilized to
compare performance. The best results were obtained with 200 epochs when two or three
layers were used. The results were compared to typical machine learning methods, and
CNN outperformed all other methods. Shreem et al. used a variety of machine learning
algorithms, including 1D CNN, KNN, SVM, NB, ANN, and a hybrid approach to predict
student performance [73]. Shreem et al. utilized a hybrid strategy that combined feature
selection techniques with these algorithms. Bashir et al. employed a hybrid deep neural
network to calculate student academic performance by combining bidirectional LSTM
(BLSTM) with an attention layer that emphasizes important features from the contextual
information received by the BLSTM layer [74]. Chau et al. employed a two-dimensional
CNN to classify temporal education data and predict student labels with three different class
labels: graduation, study stop, and studying [75]. Chau et al. employed transformation to
build a matrix of features from temporal data, which was then fed into the picture’s color
channel to convert the 1D data to a 2D image; employed a single 2D CNN architecture for
classification; and compared the results to typical machine learning models. The 2D CNN
improved classification accuracy over traditional models. Song et al. used CNN and LSTM
to predict academic performance and obtained an accuracy of 61% [76].

From the literature review, one identified research gap is that very little research has
been conducted on applying NNs to predict academic performance of students. Another
identified research gap is that none of the research has used EDM that converts numerical
1D data to a 2D image to be used for 2D CNNs. Another research gap identified is that
none of the articles reviewed discussed combining CNN models to determine the effects on
model performance. To bridge these research gaps, we propose a hybrid 2D CNN model,
which is a hybrid of two different CNN models. The input to these CNN models is 2D
grayscale images, which we obtained by converting 1D numerical data into 2D grayscale.

3. Method

For our study, we used the Open University learning analytics dataset (OULAD) [77].
It consists of the information of 32,593 students studying 22 Open University courses
during the years 2013 and 2014. The database schema of the OULAD dataset is shown
in Figure 1.
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Figure 1. Database schema of the OULAD Dataset, Reprinted from ref. [77].

Figure 1 shows that the OULAD database consists of seven different files. The course
file contains information about the modules (courses) taught during the years 2013 and
2014. The assessments file contains the information related to the different assessments for
each module. The VLE file contains information about the available materials in the VLE.
Student demographic information is available in the studentInfo file. StudentRegistration
includes information related to the date students registered and unregistered for the courses.
The results of the assessment are stored in the studentAssessment file, and the studentVle
file contains information related to the student’s involvement in the materials of the VLE.
Each file mentioned needs to be processed to obtain the dataset ready for our study.

Figure 2 shows the proposed hybrid CNN model architecture.
Figure 2 shows our proposed model, which consists of six different stages. The first

stage is the used dataset in our study, which we explained in Section 3. The second stage is
the data preprocessing stage, which is explained in Section 3.1. The conversion of 1D data
to a 2D image occurs in the third stage of our model, which is explained in Section 3.2. The
fourth stage is our hybrid CNN model, which is explained in Section 3.3. The fifth stage
is the student performance prediction stage, which is explained in Section 4, including an
explanation of the performance prediction of our model in terms of pass and fail. In the last
stage, we compared the performance of our model with some baseline models and with
previous studies (Section 4.1).
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Figure 2. Proposed hybrid CNN model architecture.

3.1. Data Preprocessing

As explained before, there are seven different files that need to be processed. We used
the Python platform to process all the files and obtain a single .csv file containing student
demographic information, daily interaction with the university’s VLE, student assessment
results, and final results of the students. The final results of the students were categorized
as Distinction (n = 3024), Pass (n = 12,361), Fail (n = 7052), and Withdraw (n = 10,156). To
make the binary classification, we combined Distinction and Pass as Pass (n = 15,385) and
Fail and Withdraw as Fail (n = 17,208). Next, we had a categorical variable that needed to
be changed to a numerical variable for our analysis. We performed one-hot encoding for
our categorical variable to obtain the dataset with all the numerical variables.

3.2. 2D Representation

After the encoding, we obtained a dataset of 32,593 students. In our study, we used
a 2D CNN, but our obtained data was 1D. Therefore, we transformed our data into a
2D format suitable for the 2D CNN architecture. After changing the categorical values
to numerical values, we obtained a total of 37 numerical features. Each row now is the
length of 37 sizes. To convert into 2D, we needed to perform zero padding to increase the
features to 40 so that we could construct each 8 × 5 × 1 2D matrix. After zero padding, we
performed reshaping so that each 40-length array was converted to an 8 × 5 × 1 size matrix.
A 2D representation of each of the 32,593 students was obtained, for total of 32,593 images
to be input into our 2D CNN architecture. Figure 3 shows the 2D representation of the
sample input.
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3.3. Approach

We applied a combination of two different 2D CNNs, each with a different number of
layers. The model description of our study is shown in Figure 4.
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Figure 4. Model description of the hybrid 2D-CNN Model.

From Figure 4, we can see that we have two different CNN models. As seen in
Figure 4, the left model and the right model have six and five layers, respectively, before
the dense layer.

Our model starts with the input layer, where the input is of size W × H × 1. The
input is then passed to the first convolution layer of the first model. The convolution layer
is used to detect the set of features from the input image. The filter is dragged onto the
image, and convolution is performed between the filter and the input image to produce the
feature map.

The convolutional layer has many hyperparameters. We defined how many filters
we were using and the size of the filters. We defined the stride with which the filter was
dragged across the image. The output of the convolutional layer is defined as obtained
using Equations (1)–(3) [78].

Wc =
W − F

S
+ 1 (1)

Hc =
H − F

S
+ 1 (2)

Dc = K (3)
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where, S is a stride step (if S = 1, we move the filter one pixel at a time on the image); K is
the number of filters used; F is the filter size; and W and H are the width and height of the
input image, respectively.

From Figure 4, the input to the first convolutional layer is 8 × 5 × 1. The first
convolutional layer has 64 filters, each of size 3 × 3, and the stride is one. Therefore, using
Equations (1)–(3), the output will be 6 × 3 × 64 in size.

The third layer of the first model is the pooling layer. The pooling layer reduces the
size of the images without losing much information. When reducing the size, it selects
either the average value, referred to as average pooling, or the maximum value, referred to
as max pooling. Pooling is usually performed with 2 × 2 patches with a stride of 2. The
output of the pooling layer is defined as what is obtained using Equations (4)–(6).

Wp =
W − F

S
+ 1 (4)

Hp =
H − F

S
+ 1 (5)

Wp = K (6)

where, S is stride step, F is filter size, and W and H are parameters of the input image.
In our study, we used max pooling. The input to our first pooling layer is 6 × 3 × 64.

Using Equations (4)–(6), the output of the first pooling layer is 3 × 1 × 64, using a stride
of 2.

The fourth layer of our first model is the convolution layer, and the input to it is an
image of size 3 × 1 × 64. The second convolutional layer has 32 filters, each of size 1 × 1.
Therefore, using Equations (1)–(3), the output is 3 × 1 × 32 in size. The fifth layer of our
first model is again the convolutional layer with eight 1 × 1 filters. The obtained output of
the convolutional layer using Equations (1)–(3) is 3 × 1 × 8 in size.

The pooled feature map is passed to the sixth layer, where flattening occurs to convert
the input to the single layer 1D feature vector. The output of the flattened layer is supplied
to the fully connected layer.

The input to our first flattening layer is 3 × 1 × 8, and its output is a long 1D vector
with a length of 24.

In Figure 4, the input 8 × 5 × 1 image is applied to the second layer, which is the
convolutional layer, with 32 3 × 3 filters and a stride step of 1. Using Equations (1)–(3),
the output feature map of the second layer is 6 × 3 × 32 in size. The third layer is the
max-pooling layer with a size of 2 × 2. Using Equations (4)–(6), the output of the third
layer is 3 × 1 × 32. The fourth layer is a convolution layer, the output of which 3 × 1 × 8 in
size, and the fifth layer is a flattening layer, which produces a long 1D vector with a length
of 24.

Now, two models are concatenated, as shown in Figure 4. The output of this concate-
nating layer has a vector with a length of 48. The 48-length 1D vector is then passed to
the fully connected layer. We used two dense layers for the fully connected layer. A dense
layer is the layer of neurons where each neuron on the input is connected to each neuron on
the output. The output of our first dense layer is a 1D vector with a size of 8. The last layer
of our model is the dense layer, which has eight neurons on the input and two neurons on
the output. This output is the final predicted output, which is compared with the original
label to calculate the prediction accuracy.

We used an activation function in our model for the non-linearity transformation for
the input signal. We used rectified linear units (ReLUs) for all the convolutional layers and
the first dense layer in our model. Mathematically, ReLU is defined as y = max (0, x). It
converts all the negative values to zero in the feature map. For the last dense layer, we used
a sigmoid activation function to add non-linearity to the input signal.

The learning algorithm for our hybrid 2D CNN can be summarized as follows:
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1. Take the input data and reshape each datum to 2D to obtain each input datum of size
W × H × D.

2. For the first convolutional layer, define the total number of filters, K; filter size, F; and
stride step, S, and calculate the output feature map with a size of Wc × Hc × Dc, where:

Wc =
W − F

S
+ 1 (7)

Hc =
H − F

S
+ 1 (8)

Dc = K (9)

3. The feature map, Wc × Hc × Dc, is an input to the first pooling layer. For the first
pooling layer, define filter size, F, and stride step, S, and calculate the output of the
size of WP × HP × DP, where:

WP =
Wc − F

S
+ 1 (10)

HP =
Hc − F

S
+ 1 (11)

DP = Dc (12)

4. For the second convolutional layer, define the total number of filters, K; filter size, F; and
stride step, S, and calculate the output feature map with a size of Wc2 × Hc2 × Dc2, where:

Wc2 =
WP − F

S
+ 1 (13)

Hc2 =
HP − F

S
+ 1 (14)

Dc2 = K (15)

5. For the third convolutional layer, define the total number of filters, K; filter size, F; and
stride step, S, and calculate the output feature map with a size of Wc3 × Hc3 × Dc3, where:

Wc3 =
Wc2 − F

S
+ 1 (16)

Hc3 =
Hc2 − F

S
+ 1 (17)

Dc3 = K (18)

6. The output of step 5 is converted to the single-layer 1D vector in the first flat-
tened layer.

7. For the fourth convolutional layer, the input is the original input with a size of
W × H × D. Calculate the output feature map with a size of Wc4 × Hc4 × Dc4, where:

Wc4 =
W − F

S
+ 1 (19)

Hc4 =
H − F

S
+ 1 (20)

Dc4 = K (21)

8. For the second pooling layer, define the filter size, F, and stride step S, and calculate
the output with a size of WP2 × HP2 × DP2, where:

WP2 =
Wc4 − F

S
+ 1 (22)
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HP2 =
Hc4 − F

S
+ 1 (23)

DP2 = Dc (24)

9. For the fifth convolutional layer, define the total number of filters, K; filter size, F; and
stride step, S, and calculate the output feature map with a size of Wc5 × Hc5 × Dc5, where:

Wc5 =
W − F

S
+ 1 (25)

Hc5 =
H − F

S
+ 1 (26)

Dc5 = K (27)

10. The output of step 9 is converted to the single-layer 1D vector in the second flat-
tened layer.

11. Concatenate the output obtained from steps 6 and 9 to produce a 1D long vector,
which becomes the input to the fully connected layer.

12. Define the number of input neurons and output neurons for the first dense layer. Pass
the output to the second dense layer.

13. For the second dense layer, define the output neurons as the total number of classes
in our dataset.

14. Predict the label and calculate the accuracy.

4. Experimentation and Evaluation

We split our dataset, with 70% as a training test and the remaining 30% as a test set.
We also used the test data as the validation data. Therefore, in this study, test loss and
test accuracy mean validation loss and accuracy, respectively. We used accuracy as our
performance metric. We performed parameter tuning to obtain the best results.

Learning rate is an important parameter. Therefore, we used different learning rates
to see which one performed the best for our model. Learning rate is a small positive value,
often in the range of 0–1, and is used to train data. The learning rate is used to control how
fast the model adapts to the problem. A learning rate that is too high can lead the model to
converge too rapidly to a poor solution, whereas a learning rate that is too low can cause
the process to get stuck. Therefore, we must select the perfect learning rate. We ran our
model with different learning rates, and the result is shown in Table 1. We also plotted the
training and test accuracy for different learning rates, which is shown in Figure 5.

Table 1 shows the test loss and test accuracy for different learning rates. We obtained
the highest accuracy with a learning rate of 0.001. As we can see in Figure 5, the learning
curve is flat for higher learning rates (for 1 and 0.1). This is because the model was not
able to learn anything at a higher learning rate. The plot shows oscillating behavior for
the lower learning rates. For our model, the result shows that a learning rate of 0.001 is
optimal, as it produces good model performance, as seen in Figure 5.

Table 1. Test loss and test accuracy for using different learning rates.

Learning Rate Test Loss Test Accuracy

1 8.51 0.47
0.1 0.69 0.53

0.01 0.32 0.85
0.001 0.28 0.88

0.0001 0.34 0.85
0.00001 0.5 0.68
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We used different numbers of epochs to determine the accuracy of the model and
observed the plots of accuracy vs. epochs and loss vs. epochs. We increased the number of
epochs from 20 to determine its effect on model performance. Test loss and test accuracy are
shown in Table 2, and the accuracy and loss plots are shown in Figures 6 and 7, respectively.

Table 2. Test loss and test accuracy using different numbers of epochs.

Number of Epochs Test Loss Test Accuracy

20 0.32 0.86
30 0.29 0.87

100 0.28 0.88
600 0.28 0.86
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Table 2 shows the test loss and test accuracy for different numbers of epochs. We
obtained the highest accuracy of 0.88 with 100 epochs. We started with 20 epochs, with
which we obtained an accuracy of 0.86. We then increased the number of epochs to 30 and
obtained an accuracy of 0.87. Using 20 and 30 epochs, the accuracy and loss plot in
Figures 6 and 7, respectively, show that the model was learning. We continued to increase
the number of epochs up to 100, at which point saw observed changes in the loss plot,
as shown in Figure 7c. As we further increased the number of epochs to 600, test loss
increased, as seen in Figure 7d. This is due e overfitting. Therefore, to determine the
optimal number of epochs, we used the early stopping criteria. When both the training and
test loss in the plot decreased as we increased the number of epochs, it was a good sign
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that the model is learning well; however, as the test loss began to increase, we stopped the
training process. This is called early stopping. Using this process, we obtained determined
the optimal epoch to be 100 for our model.
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We also used different optimizers to observe the effects on test accuracy and test
loss. We used stochastic gradient descent (SGD), Adadelta, root mean square propagation
(RMSprop), and adaptive moment (Adam) as the optimizers. Accuracy is shown in Table 3,
and the accuracy and loss plots are shown in Figures 8 and 9, respectively. We used a
learning rate of 0.001 with 100 for all the experiments to determine the effect of different
optimizers on test loss and test accuracy.

Table 3 shows the test accuracy and test loss for using different optimizers. When
we used the RMSprop optimizer, although the test accuracy was high at 0.87, we can see
that there is high oscillation on the accuracy and loss plots, as seen in Figures 8b and 9b,
respectively. For the Adadelta and SGD optimizers, the loss plot, as seen in Figure 9, shows
that the training loss and the test loss both decrease continuously at the end of the plot. This
is due to the underfitting. Therefore, the test accuracy is only 0.68 and 0.69 when using the
Adadelta and SGD optimizers, respectively. When using the Adam optimizer, the accuracy
plot goes on, increasing to the point of stability, as seen in Figure 8d. Additionally, as seen
in the loss plot, training loss continues to decrease up to the point of stability, whereas test
loss also decreases and maintains a small gap with the training loss. The learning curve
for the Adam optimizer, as shown in Figure 8d, is a decent match, and the model learns
effectively with a test accuracy of 0.88.
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Table 3. Test loss and test accuracy using numbers of epochs.

Optimizer Test Loss Test Accuracy

SGD 0.63 0.69
RMSprop 0.30 0.87
Adadelta 0.61 0.68

Adam 0.28 0.88

4.1. Evaluation with Baseline Model and Previous Studies

We used different baseline models to run on our data to predict the academic perfor-
mance of students. In educational data mining research, models such as KNN, DT, LR, NB,
and ANN are frequently adopted to predict student academic performance. We also used
these models as our baseline models to compare performance with that of our hybrid CNN
model. The performance comparison of our hybrid CNN model was performed with these
baseline traditional models based on test accuracy. The result is shown in Figure 10.
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Figure 10 shows that ANN performed the worst, with a very low test accuracy of only
73.75%. Among the baseline models, LR performed well, with an accuracy of 86.05%. Our
hybrid CNN model achieved the best results among all models, with a test accuracy of 88%.

We also compared the performance of our models with that of models reported in
previous studies. Table 4 shows the comparison of our model with different previously
reported models.

Table 4. Comparative analysis of the hybrid 2D CNN model with previously reported models.

Authors Dataset Used Techniques Accuracy

Alberto et al. [54] OULAD Decision tree, random forest, extreme gradient boosting,
multilayer perceptron 78.2% using MLP

Lubna et al. [55] Private dataset NB, KNN, linear discriminant analysis (LDA), SVM, MLP 76.3% with SVM
Song et al. [76] OULAD CNN and LSTM 61%
Rizvi et al. [50] OULAD DT 83.14%

Azizah et al. [56] OULAD Naïve Bayes, DT 63.8% using NB
Hybrid 2D-CNN model OULAD Hybrid 2D CNN 88%

Table 4 shows the different studies performed to predict the academic performance of
students. From Table 4, it can be seen that our model that used a hybrid 2D CNN technique
performed the best, with an accuracy of 88%.
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5. Implications of Results

Extensive research has been done on educational data mining to predict student
academic performance. Many methods, ranging from traditional methods to deep learning
methods, have been applied to educational data mining. We used deep learning methods
in our study. We used the OULAD dataset and preprocessed the data as described in
Section 3.1 to obtain the problem binary classifications. As explained in Section 1, one of
the objectives of this study was to convert 1D numerical data to 2D image data. We fulfilled
this objective by reshaping our data with 40 features to obtain an 8 × 5 grayscale image,
which is explained in detail in Section 3.2. Our second objective was to build a hybrid
CNN model. We combined two CNNs with different convolutional and pooling sizes and
obtained a single hybrid CNN model, as explained in Section 3.3.

Our final objective was to test the performance of the proposed hybrid model and
compare it with that of baseline models. We used different learning rates to determine the
performance of our model. We achieved the highest accuracy with a learning rate of 0.001.
The learning curve at higher learning rates is flat, as seen in Figure 5 (for 1 and 0.1). The
reason for this is that the model was unable to learn anything at a faster rate. The graph
in Figure 5 demonstrates oscillatory behavior with a reduced learning rate. As shown in
Figure 5, a learning rate of 0.001 is ideal for our model because it achieves high model
performance. To test the performance of our hybrid model, we employed several numbers
of epoch, and the best results were obtained with test loss of 0.28 and a test accuracy of
0.88 for 100 epochs, as shown in Table 2. As we further increased the number of epochs to
600, test loss increased, as seen in Figure 7d, which is due to overfitting. We used the early
stopping criteria and obtained the 100 as the optimal number of epochs for our model. We
used different optimizers to determine the performance of our hybrid model and obtained
the best results with a test loss of 0.28 and a test accuracy of 0.88 with Adam optimizers,
as shown in Table 3. When using other optimizers besides Adam, our results did not
improve, which can be seen in Figures 8 and 9. For comparison, we used different baseline
models, such as KNN, DT, LR, NB, and ANN. As shown in Figure 10, our hybrid model
outperformed the baseline traditional models in terms of accuracy.

We compared the performance of our model with that reported in previous studies, as
shown in Table 4. Reference [54] used techniques such as DT, RF, extreme gradient boosting,
and MLP to predict the academic performance of students. MLP performed the best, with
the highest accuracy of 78.2%. Reference [55] used NB, KNN, LDA, SVM, and MLP and
obtained the highest accuracy of 76.3% with SVM. Reference [76] used CNN and LSTM and
obtained an accuracy of 61% for predicting academic performance. Reference [50] used DT
and obtained an accuracy of 83.14%. Reference [56] used NB and DT, and NB obtained the
highest accuracy of 63.8%. All of these studies used the OULAD dataset, except [55], which
used a private dataset of student dissertation project grades. Our hybrid model obtained
an accuracy of 88% and outperformed all the models reported in these studies. Our hybrid
model outperformed the baseline model and the models of previous studies. Therefore,
in response to our research question, our hybrid CNN can be applied to numerical 1D
educational datasets to predict students academic performance.

Our study is subject to some limitations. First, because we had only 37 features in
our study, the obtained image after 1D-to-2D transformation was of a small size, i.e., 8 × 5.
Because of this, we could not use more pooling layers in our model. Therefore, for each
model, we could only use one pooling layer. The second limitation of our study is that we
exclusively used accuracy as a criterion for measuring performance. Third, we predicted
the academic performance of students but did not study the impact of each feature on
academic performance.

6. Conclusions

A multitude of data is being produced by institutional technology, e-learning resources,
and online and virtual courses. These data could be used by educators to analyze and un-
derstand the learning behaviors of students. The data that is obtained from the pedagogical
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domain is in raw form, and we need EDM to extract information from such raw data. When
educational raw data is observed, it helps to know who failed or passed, but the EDM
extracts hidden information from such raw data and helps to analyze and predict, with high
accuracy, whether the students are going to pass or fail. To test such a prediction, we built a
hybrid 2D CNN architecture that can predict whether students will pass or fail a class. Our
data were 1D data, which we converted to 2D data so that we could apply 2D CNN to our
dataset. As shown in Section 4, we were able to predict academic performance with high
accuracy. A high accuracy of 88% was achieved by our model. This positively supports
our research question. We also performed parameter tuning to obtain the best results. For
parameter tuning, we used different learning rates, numbers of epochs, and optimizers.
The result is seen in Tables 1–3. The plots with different epochs numbers in Figures 6 and 7
help to visually display that performance is best at 100 epochs. Additionally, among the
investigated optimizers, Adam performed the best, which can be seen visually from the
plots in Figures 8 and 9. As seen in Figure 10, our model outperformed the baseline tradi-
tional models in terms of accuracy. Our hybrid model obtained an accuracy of 88% and
outperformed all models reported in previous studies, as shown in Table 4. Therefore,
in response to our research question, our hybrid CNN can be applied to numerical 1D
educational datasets to predict student academic performance.

We were able to work with a numerical 1D dataset by reshaping all of the data into a
2D image. As a result, the 2D data had a modest matrix size. We may be able to employ
large image data from the pedagogical sector in the future to better grasp the depth of deep
learning capability in EDM. We used accuracy alone as a performance metric. In the future,
we can see how our model affects other performance metrics, kappa, recall, and sensitivity.
We did not investigate the impact of each feature on academic performance in this study;
this is something we plan to tackle in the future. Because our dataset is small, explainable
AI is an interesting topic that could be included in the future. Explainable AI is ideal for
smaller datasets. The current study demonstrates how educational institutions could use
CNN architecture to anticipate student academic performance and take appropriate action
to assist students. Our model’s great accuracy has prompted us to continue experimenting
with CNN architecture in the pedagogical sector.
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