
����������
�������
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Abstract: This paper deals with the analysis of data retrieved from a web page for booking accom-
modation. The main idea of the research is to analyze the relationship between accommodation
factors and customer reviews in order to determine the factors that have the greatest influence on
customer reviews. Machine learning methods are applied to the collected data and models that can
predict the review category for those accommodations that are not evaluated by users are trained.
The relationship between certain accommodation factors and classification accuracy of the models is
examined in order to get detailed insight into the data used for model training, as well as to make the
models more interpretable. The classification accuracy of each model is tested and the precision and
recall of the models are examined and compared.

Keywords: classification; Multinomial Naive Bayes; random forest; support vector machine;
exploratory data analysis; booking

1. Introduction

The concept of a Smart City refers to an environment in which modern technology is
embedded within the city system. As cities become increasingly competitive and complex
throughout the years, Information and Communication Technology (ICT) gradually starts
to coordinate all activities and functions of the city and blends into city’s social components
in order to improve the quality of life while also improving the efficiency of city services [1].
The smart tourism destination concept, as an example of a smart city service, emerged from
the development of smart cities. It can be perceived as places employing technological
tools and techniques that can potentially reinforce the customer experience by offering
services that are more adapted to the visitor’s needs and preferences, with the aim to enable
demand, value, pleasure, and experience for the customers (tourist), and profit, wealth,
and many other benefits for the organizations and destinations [2].

The volume of created data challenges the tourism sector and opens the door for the
use of Artificial Intelligence (AI). Machine Learning (ML) is the most applicable area of AI
for the tourism sector, due to its focus on predictive and perspective analytics. It includes
the possibility of training models that can learn from data and experiences with the goal of
gaining a thorough understanding about the nature of the process [3].

The rapid growth in the number of tourism-related Internet applications has led
to an enormous number of personal reviews, as well as to more information about the
accommodation itself. Information in these applications is valuable to both customers and
organizations for various understanding and planning processes [4].

With the help of sentiment analysis, key characteristics of customer reviews can be
analyzed. These characteristics include views on tourist attractions and tourism infrastruc-
ture, such as parking, shops, coffee shops, Wi-Fi, and basically any content surrounding
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the accommodation that can help tourism managers and organizations to improve and
therefore attract more customers [5].

Furthermore, machine learning algorithms can be applied to smart retail and tourism
domains. With their ability to learn from past preferences and user behavior, these al-
gorithms create an opportunity for finding patterns that explain consumer preferences,
behavior, or taste, and predicting hotel performance by analyzing customer reviews and
hotel aspects, which can lead to improving the decision-making process of organizations [6].

2. Related Work

Web scraping is commonly used in order to get the hotel and booking data needed for
applying machine learning methods in the process of predicting certain accommodation
attributes. Annisa et al. [7] process data and apply the Latent Dirichlet Allocation (LDA)
modeling method to the data on booking hotels. The LDA method, which is commonly
applied in this type of research, is used to extract the review topics from the keywords that
are frequently reviewed by tourists. The results show that there are certain topics in hotel
reviews that are more often discussed by customers.

Natural language processing and machine learning methods can be used to understand
customer requirements and therefore improve the quality of hotel services [8]. The study
in [8] aims to estimate the number of topics in both positive and negative reviews. The
Bag of Words (BoW) approach is used in order to extract the most relevant text attributes
for representing customer reviews as vectors and subsequently interpret them. Clustering
is used for grouping attributes in relation to whether the review is positive or negative
and it is shown that this kind of information enables managers and researchers to identify
service topics that affect (positively or negatively) the quality of service, thus providing
information for improvement strategies.

In relation to customer review analysis, word frequency analysis can be conducted in
order to explore words commonly used in relation to a specific hotel category. Numerous
methods can be used for this analysis. Djuraidah et al. [9] use a three-level hierarchical
Bayesian model to identify latent topics from documents using the BoW approach. The
authors pre-process (tokenize, normalize, and remove stop words and punctuation) and an-
alyze customer reviews posted on the hotel booking platform named Pegipegi (Indonesia).
The research shows that the most frequent words in customer reviews differ in relation to
the hotel rating, with the emphasis on hotels with considerably lower ratings (less than
6.0) that have the most frequent words that are completely different from hotels with
considerably higher ratings (between 8.1 and 10) and hotels with medium ratings (between
6.1 and 8.0).

Beside the review content, technical attributes of customer reviews as well as customer
involvement in the review community can also be analyzed to predict the overall customer
satisfaction. The linguistic attributes of online text reviews remain largely under-explored
because of the general open-structure characteristic of texts. The analysis of this kind of
information could be used by hoteliers in order to get a better understanding of customer
needs as well as to enhance the hotel performance [4].

Adjacent to customer review analysis, the research of Chu and Huang [10] focuses on
the correlation analysis between hotel properties and hotel ratings. The hotel information
is obtained from the booking pages (hotel name, location, overall rating, reviews, hotel
price, and many more) and its relation to the hotel rating is explored with the emphasis on
the effects that cultural difference and visual information (visual information and country
information) have on the hotel rating prediction. Wang, Lu and Zhai [11] propose Latent
Aspect Rating Analysis (LARA) in their research and Chu and Huang [10] show that their
method, which uses the factorization machine predictor for the rating prediction (which is
a predictor similar to Support Vector Machine (SVM)), is competitive or even better.

In their study, Wang et al. [12] focus on the comparison of the predicting power of
several models used for predicting customer satisfaction based on text reviews. The study
includes the acquisition and pre-processing of text data and a Back Propagation (BP) neural
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network-based regression model for predicting customer satisfaction. The authors analyze
reviews from an online travel page. The results indicate that BP neural networks have the
smallest Mean Square of Error (MSE) and the largest fitting coefficient in comparison to
Deep Belief Networks (DBN), SVM, and Random Forest (RF).

In relation to the neural network-based models, the study of Shoukry and Aldeek [13]
uses three sorts of algorithms: Deep Learning Convolutional Neural Network (CNN-DL),
Artificial Neural Network (ANN), and Deep Learning Support Vector Machine (SVM-DL)
to predict the attributes of hotel reviews. IoT-enabled devices are used to collect data from
33,214 hotel reviews on TripAdvisor and, using the mentioned algorithms, the reviews are
separated into four classes: Luxury, Medium, Budget, and Cheap. The obtained results
are then compared using three measures: positive predictive value (PPV), sensitivity, and
F-score. The results reveal that most consumers prefer budget type hotels, and that the
CNN-DL algorithm has better classification accuracy (0.92) and a lower error rate compared
to other algorithms.

3. Methodology

This paper aims to apply several data science and machine learning methods in order
to determine accommodation factors (location, price, reviews, popular sites nearby, etc.)
that have the greatest influence on customer satisfaction. Beside the data analysis phase,
during which the data are acquired, properly cleaned, and analyzed, several machine
learning algorithms are used separately to predict the hotel category (okay, good, very
good, etc.) based on customer reviews and accommodation factors alone. The results are
compared in relation to the model accuracy rate, precision, and recall.

3.1. Data Acquisition

For the purpose of data acquisition, a web crawler that paginates through booking
search results (separately for every country province) is used. It extracts hyperlinks to
available accommodations as well as additional information such as name, location, type
(hotel, mansion, apartment, etc.), number of stars (star rating), numerical and categorical
rating, reviews, and other similar factors.

3.2. Feature Selection

For the selection of relevant features (in this case, accommodation factors), Pearson
correlation is used. It quantifies the relationship between the target feature (hotel rating)
and predictors (hotel factors). The Pearson correlation coefficient represents a measure of
linear correlation between two sets of data—in this case, an accommodation factor that
is a potential predictor and the target feature (rating) [14]. The formula used in order to
calculate the linear relationship between the features is given in the following equation:

r = ∑(xi − x)(y− y)√
∑(xi − x)2 ∑(y− y)2

, (1)

where xi represents the values of the variable x (predictor) in the sample, and x the mean of
the predictor values. By analogy, the same applies to the target feature (y). The correlation
coefficient ranges from −1 to 1, where 1 represents a strong positive linear correlation
(an increase in a predictor causes an increase in the target), and −1 represents a strong
negative linear correlation (an increase in a predictor causes a decrease in the target). As the
correlation coefficient approaches zero, the assumption that there is no linear relationship
between variables increases. In this study, the inspection of the correlation coefficients
of predictors is performed in order to define the coefficient threshold. In this way the
predictors that are correlated to the target feature are discovered and later used to train the
models.



Electronics 2022, 11, 913 4 of 23

3.3. Oversampling

An oversampling technique is used in order to balance the number of observations
between rating categories. The booking data are the data collected from real accommodation
users. Since these kinds of data are usually imbalanced, an oversampling method should
be used in order to avoid overfitting the model on the majority classes, which would cause
the model to learn patterns only for the dominant categories and lead to the accuracy
paradox [15]. This research uses SMOTE, an oversampling technique that selects minority
examples close in the feature space and creates new, synthesized data points based on
vector calculations [16]. The equation used to generate new minority class samples is
determined as follows:

x′ = x + rand(0, 1)× |x− xk|, (2)

where x′ refers to the new generated minority class sample, x to the minority sample, and xk
to the k-nearest neighbor, which is obtained by calculating the Euclidean distance between
x and every other sample in the minority class A, as given below:

d (x, y) =
√

∑n
i=1(xi − yi)

2 ; y ∈ A, (3)

where the number of nearest neighbors is chosen relative to the percentage increase of the
minority sample (i.e., in the case of 200% minority subset increase, two nearest neighbors
would be used to generate the synthesized data).

3.4. Classification Algorithms

Multinomial Naïve Bayes is the most frequently used algorithm in natural language
processing [17]. It is based on the Bayes’ theorem which can be explained by the following
equation:

P(A|B) = P(B|A)× P(A)

P(B)
, (4)

where A represents a certain accommodation category and B a predictor. As evident from
the equation, the probability of a class A given predictor B is equal to the probability of
the predictor B given class A multiplied by the probability of class A and divided by the
probability of predictor B. In this research, this algorithm is used to predict hotel ratings
based on English and Croatian text reviews.

Decision Trees are used, along with other algorithms, to predict the rating category of
the accommodation based on certain accommodation factors [18]. Decision trees are based
on the best Attribute Selection Measure (ASM), where the root feature (parent) is selected
with respect to measures like Entropy, Gini index, and Information gain. Subsequent
records are used for branching to leaves and the forementioned measures are used to
quantify the variability of the target variable distribution in child nodes compared to the
parent node.

Random Forest represents an ensemble of decision trees which are generated using
the Bootstrap method on the same dataset. During tree branching, a new sample of m
predictors is used, where m is equal to the square root of the number of predictors p that is
used by the algorithm [19]. Each tree makes the prediction independently of other trees
in the ensemble and the final prediction is based on the majority of “votes” obtained by
each tree.

Support Vector Machine (SVM) is a supervised machine learning algorithm that uses
geometry for predictions—the data points are mapped, and a hyperplane is created so
as to ensure the largest possible gap between data points of different classes in order to
maximize the size of the margin between classes [15]. The function for classification, in
case of binary classification, is determined as follows:

y(i) =

{
−1 if wTx(i) + b ≤ −1

1 if wTx(i) + b ≥ 1
, (5)
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where y is the predicted class (output of SVM), x is the feature vector (input of SVM), wT

and b are the parameters of SVM (they are learned using the training set), and (y(i), x(i))
represent the ith sample in the dataset.

4. Dataset

The data used in this research are collected from the web page Booking.com (5 May
2021). Accommodations are searched separately for every Croatian county in order to
collect more data (due to a limit of 1000 results per search query). For the accommodation
price to appear in the search results, setting certain search filters is mandatory. Therefore,
the search query specifies two adults who are looking for one overnight stay.

After scraping, a total of 8433 accommodations are collected that were available to
customers on the night from the fourth of May 2021 to the fifth of May 2021, along with
18 variables/accommodation factors (not including the customer reviews, which were
separately obtained and analyzed). After data manipulation and cleaning, the final dataset
consists of 8113 observations (accommodations) and 31 columns (factors) comprising of the
name of the accommodation, type, location, number of stars, numerical and categorical
review, number of customer reviews, accommodation size and price, reviews based on
specific properties of the accommodation (personnel, hotel facilities, cleanliness, comfort,
value, location and internet), and binary variables for accommodation properties (whether
smoking, parties or pets are allowed, the existence of a bar, pool, free Wi-Fi, breakfast,
parking, beach, and transportation to the airport), as well as the county and region of
the accommodation (one region consists of multiple counties). The description of a pre-
processed dataset is given in Table 1.

Table 1. Dataset description.

Column/Variable Non-Null Count Data Type

Accommodation name 8.113 object
Accommodation type 8.113 category

Location 8.113 object
Number of stars 6.660 float64

Accommodation review 6.729 float64
Accommodation category 6.729 category

Number of reviews 6.729 float64
Accommodation size 8.113 int32

Accommodation price 8.113 int32
Personnel review 6.729 float65

Facility review 6.729 float64
Cleanliness review 6.729 float64

Comfort review 6.729 float64
Value review 6.729 float64

Location review 6.729 float64
Wi-Fi review 6.729 float64

Smoking 8.113 int32
House pets 8.113 int32

Parties 8.113 int32
No house rules 8.113 int32

Pool 8.113 int32
Free Wi-Fi 8.113 int32
Breakfast 8.113 int32

Bar 8.113 int32
Airport transportation 8.113 int32

Parking 8.113 int32
Beach 8.113 int32

Family rooms 8.113 int32
Smoker room 8.113 int32

County 8.113 category
Region 8.113 category

Booking.com
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5. Data Analysis and Results
5.1. Data Analysis in Relation to the Hotel Category

The relationship between different factors and the rating category of the accommoda-
tion is explored in order to gain a better understand of the rating category.

First the general properties of the dataset are explored, including the proportion
of accommodations in each category. The largest share of observations belongs to two
categories—Exceptional and Superb to be precise. The second largest are the categories
Fabulous and Very good, followed by the categories Good and Okay, which have the lowest
number of accommodations (Figure 1).

Figure 1. Proportion of observations per category.

The accommodations with the lowest ratings belong to the category Okay, having
a minimum rating of 4.9 (which is the lowest rating of this dataset) and a maximum of
6.9. The next worst category is Good, which includes accommodations with a numerical
rating ranging from 7.0 to 7.9, followed by Very good with ratings from 8.0 to 8.5, Fabulous
with ratings from 8.6 to 8.9, Superb with ratings from 9.0 and 9.4, and, lastly, Exceptional
with ratings from 9.5 to 10. The average number of reviews and the average size of the
accommodation are explored to find out that the middle categories (Very good, Fabulous,
Superb) have on average more reviews than the extremely low or high categories (Okay,
Good, and Exceptional), and that the size of accommodation positively correlates with the
accommodation category (Table 2).

Table 2. Basic properties per accommodation category.

Accommodation
Category

Minimum
Review

Maximum
Review

Average No. of
Reviews

Average Size
(in m2)

Okay 4.9 6.9 61 37.2
Good 7.0 7.9 95 37.4

Very good 8.0 8.5 130 36.9
Fabulous 8.6 8.9 104 39.2
Superb 9.0 9.4 104 43.0

Exceptional 9.5 10.0 69 51.2

The analysis of average accommodation prices in relation to the region and category
of the accommodation (Figure 2) reveals that the region Mainland has the lowest deviations
in prices between accommodation categories, as well as the region Kvarner and possibly
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Dalmatia. In other regions, there is a significant variation in prices between some of the
categories. For example, Istria has on average more expensive accommodations of the
category Fabulous (the average price of accommodations in that category is above HRK
600 per night whilst all other categories have an average price well below HRK 600). A
similar but different pattern can be observed for Slavonia. It has similar average prices for
all categories except the category Okay, which is the only category in the region with the
average price below HRK 300 or even below HRK 200, to be precise.

Figure 2. Average accommodation price per region and category.

Given the overall percentage of categories (Figure 1), the category ratio per region
provides insights on what to expect. This sort of analysis is important for determining that
the category ratio per region is not unbalanced (e.g., 90% of the category Exceptional belongs
to one region and the remaining percentage is dispersed in other regions). Table 3 shows
that the distribution of accommodation categories per each region is approximately the
same as the distribution on the overall dataset (with a slight exception in the region Slavonia,
which has more than 50% of accommodations assigned to the category Exceptional).

Table 3. Ratio of categories per region (the color intensity indicates the percentage).

Mainland Dalmatia Istria Kvarner Slavonia
Okay 1% 1% 2% 1% 0%
Good 3% 4% 4% 5% 4%

Very good 9% 9% 10% 11% 7%
Fabulous 12% 14% 16% 15% 12%
Superb 30% 35% 34% 34% 18%

Exceptional 45% 36% 35% 34% 58%

Price distribution per accommodation category is also explored. Given the distribution
representation (Figure 3) it is shown that all categories have approximately the same price
distribution, which is right skewed, meaning that majority of accommodations associated
with a category have an overnight price below HRK 1000, and that a minority of accommo-
dations have an overnight stay cost of HRK 1000 or higher. Outliers (data points with an
overnight price above HRK 1000) are further examined.
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Figure 3. Distribution of accommodation categories by overnight price.

Figure 4 shows the interquartile price range for each accommodation category. The
interquartile range (IQR) measures data dispersion. The width of the box represents the
IQR, which shows the data points between the 25th (Q1) and 75th (Q3) quartile. The
lines (whiskers) represent the data points between the minimum (Q1− 1.5× IQR) and the
maximum (Q3 + 1.5× IQR). Data points outside the whiskers (lines) are outliers, which
are observations that do not share the same characteristics as the majority of the data in
the category distribution (represented by the ‘tail’ in the distributions in Figure 3). In
terms of outliers, the categories share similar data characteristics, and the category price
distributions differ to a lesser extent for all but the Okay category.

Table 4 shows the percentage of accommodation properties with respect to the accom-
modation category. This table highlights several interesting facts about accommodation
properties regarding the accommodation category:

1. Smoking, House pets and Parties have a higher approval rate in the accommodations
with considerably lower ratings (Okay, Good, Very good) although the approval rate
difference is more emphasized for Smoking and Parties.

2. Parking and Wi-Fi are widely available across all accommodation categories, even
though Wi-Fi availability increases with better ratings.

3. No house rules are related to quiet hours. The percentage represents those accommoda-
tions which do not have house rules. It turns out that accommodations with lower
ratings often have no house rules and that the percentage progressively decreases
with an increase in rating. It means that accommodations with higher ratings are
more prone to establish certain house rules that guests are obliged to respect.
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Figure 4. Price outliers per accommodation category.

Table 4. Accommodation properties per accommodation category.

Okay Good Very Good Fabulous Superb Exceptional

Smoking 73% 65% 57% 49% 43% 33%
House pets 41% 55% 47% 44% 38% 32%

Parties 68% 69% 62% 59% 49% 38%
Bar 19% 25% 23% 21% 12% 7%

Pool 7% 9% 12% 13% 11% 6%
Breakfast 5% 16% 18% 17% 10% 3%

No house rules 82% 81% 69% 66% 59% 57%
Parking 88% 84% 85% 84% 86% 90%
Beach 22% 23% 19% 20% 19% 15%
Wifi 75% 84% 86% 86% 87% 88%

5.2. One-Way Analysis of Variance (ANOVA) and Variable Correlation

ANOVA is a variance analysis method that is used to determine statistical differences
in group means between three or more independent groups [20]. In this study, it is used
to check differences in review means between region groups. Variability is measured as
follows:

F =
MST
MSE

, (6)

MST =
∑k

i=1

(
T2

i
ni

)
− G2

n

k− 1
, (7)

MSE =
∑k

i=1 ∑ni
j=1 Y2

ij −∑k
i=1

(
T2

i
ni

)
n− k

, (8)

where F is the variance, Mean Square of Treatments (MST) is the mean square between two
groups, and MSE is the mean square within groups (residual mean square). T represents
the group total, ni the size of the group i, G a grand total of all observations, n the total
number of observations, and Yij stands for an observation. To summarize, this analysis
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measures two sources of data variance and compares their relative sizes. Two sources refer
to the variance between groups (difference between the mean of a specific group and the
overall mean of all groups) and the variance within groups (difference between a single
value inside a group and the mean of that specific group. The following two hypotheses
are examined:

H0: (null hypothesis) = the difference in means is not statistically significant.

H1: (alternative hypothesis) = the difference in means is statistically significant.

F measure: the ratio of variance between categories and within categories. High
value of F provides evidence against H0 hypothesis because it indicates that the difference
between groups is greater than the difference within groups. As is evident from Table 5, F
value equals to 14.07 (which is considered as high variance) so the p value is checked to
ensure that the null hypothesis can be rejected.

Table 5. ANOVA results.

Measure Value

F 14.07
p 1.99·e−11

p value (value of probability): small p value, beside high F measure, proves that there
is enough evidence for rejecting the null hypothesis, i.e., the differences between group
means are statistically significant. Since p value equals to 1.99·e−11, which is a low p value
(every p value lower than 0.05 indicates statistical significance), the result is statistically
significant.

One of the disadvantages of the ANOVA test is that it does not indicate groups between
which the statistical difference exists. To overcome this issue, the Tukey HSD post hoc test
can be applied. It shows the statistical difference between every pair of groups used in the
ANOVA test.

Table 6 shows the results of the Tukey HSD test. Each row shows the compared groups,
difference between the group means, p value, and whether the null hypothesis should be
rejected or approved. It can be asserted that statistically significant difference between
means of the groups exists for the following group pairs:

1. Mainland and Dalmatia (p value of 0.001)
2. Mainland and Istria (p value of 0.001)
3. Mainland and Kvarner (p value of 0.001)
4. Dalmatia and Slavonia (p value of 0.001)
5. Istria and Slavonia (p value of 0.001)
6. Kvarner and Slavonia (p value of 0.001)

Table 6. Tukey HSD test.

Group 1 Group 2 Mean Diff p-Value Lower Upper Reject

Mainland Dalmatia −0.098 0.001 −0.155 −0.04 True
Mainland Istria −0.108 0.001 −0.184 −0.032 True
Mainland Kvarner −0.131 0.001 −0.193 −0.063 True
Mainland Slavonia −0.104 0.091 −0.01 0.218 False
Dalmatia Istria −0.01 0.9 −0.077 0.057 False
Dalmatia Kvarner −0.033 0.517 −0.091 0.025 False
Dalmatia Slavonia 0.202 0.001 0.094 0.309 True

Istria Kvarner −0.023 0.9 −0.099 0.0528 False
Istria Slavonia 0.212 0.001 0.093 0.33 True

Kvarner Slavonia 0.235 0.001 0.121 0.349 True
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Taking a closer look at a specific group such as Mainland reveals that it is statistically
different from all regions except Slavonia, which is actually its neighboring region. Likewise,
Dalmatia and Slavonia, which are geographically far apart, also prove to be statistically
different. More precisely, all regions that prove to be significantly different are located far
apart from one another, whilst the regions that are not significantly different (e.g., Istria
and Kvarner, Dalmatia and Kvarner) are neighbors in terms of geographical location.

In order to define the subset of parameters (accommodation factors) to be used in the
model training, the correlation analysis is conducted on all accommodation factors and
their relationship with the accommodation category is explored (Figure 5). The highest
correlation in relation to the accommodation category expectedly belongs to the guest
review (the accommodation category is based on the review score). The review factor is
therefore discarded from the dataset. Furthermore, high correlations (above 0.6, which is a
strong linear relationship) are detected for certain accommodation properties (personnel,
hotel facilities, cleanliness, comfort, value, location, and internet), the highest being for comfort
and the lowest for location.

Figure 5. Factor correlation analysis.

Additionally, a verification is performed in order to determine whether the accommo-
dation review is simply a mean of more specific reviews (in regard to the high correlation
coefficient). Since the results do not overlap, i.e., the review does not match the mean, it
can be concluded that the accommodation category is associated with the accommodation
regardless of the reviews for accommodation properties (but they imply that higher or
lower reviews for certain properties, such as accommodation comfort, have some kind of
influence on the overall accommodation category, and that, e.g., comfort or cleanliness of
the accommodation have greater influence on the final accommodation category than its
location or Wi-Fi availability).

5.3. Guest Review Analysis

Complementary to the accommodation factors, scraping is performed for guest re-
views in Croatian and English. Due to differences in the methods and tools available for the
two languages, the obtained data are analyzed separately for each language. The reviews
for each accommodation unit are shown separately and can be reached by following appro-
priate hyperlinks. Since the original dataset is imbalanced, reviews of the same number
of accommodations are taken into account for each class. That number is based on the
category with the smallest number of accommodations. The aim of this filtering procedure
is to reduce the original imbalance (all categories have a final count of review sets equal to
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68, which is the number of accommodations belonging to the category Okay). The number
of individual reviews fetched within each review set varies and depends solely on the
accommodation. After scraping, two separate datasets for English and Croatian reviews
are collected, each containing the attributes numerical grade, title, and text.

In order to extract important information, data cleaning is performed prior to the
review analysis. Lowercasing and stop words removal (e.g., “the”, “a”, “is” or “and”)
is performed first. Next, Part of Speech (POS) tagging is conducted and all nouns are
extracted. Finally, lemmatization is performed in order to remove inflectional endings
and return the base forms of nouns (lemmas) [21]. The description of the dataset is given
in Table 7. The English and Croatian review datasets have 10,361 and 3857 observations,
respectively.

Table 7. An excerpt from the review dataset.

Review Category Language Text

8.8 Fabulous English great breakfast good choose private
beach lot people quite free . . .

7.1 Good English fix lunch problems children
perfect hotel . . .

9.6 Exceptional English
beautiful place unwind relax
scheduled spa beautiful gem

absolute privacy . . .

5.3.1. Word Frequency Analysis

Unigram and bigram analysis is conducted in order to analyze words that are most
frequently used in reviews with respect to the accommodation category [22].

Table 8 shows the results of the bigram word frequency analysis for English guest
reviews. Approximately the same bigrams appear across all accommodation categories
(“city-center”, “value-money”, “location-hotel”, etc.) but they have a rather different order
of appearance (bigrams are presented in a descending order by the frequency count and
the top ten bigrams are extracted). For example, unlike the other categories, the bigram
“value-money” does not appear in the most frequently used bigrams for the category
Okay. Additionally, the bigram “staff-stay” (accommodation personnel) is among the most
frequently used bigrams across all categories, though it is differently ordered.

Table 8. Bigram analysis for English guest reviews.

Accommodation
Category Most Frequently Referenced in Guest Reviews

Okay view of the ocean, location view, accommodation personnel, city
center, accommodation breakfast

Good accommodation personnel, city center, value for money,
accommodation location (regarding the city)

Very good value for money, city center, accommodation location,
accommodation room, breakfast, accommodation personnel

Fabulous accommodation personnel, bus station, city center,
accommodation location, breakfast, value for money

Superb accommodation personnel, city center, value for money,
accommodation location, accommodation city

Exceptional accommodation location regarding city location, accommodation
personnel, value for money

Table 9 presents the results of the bigram word frequency analysis for Croatian guest
reviews. In Croatian guest reviews, similarly to English reviews, approximately the same
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bigrams appear in the same accommodation categories, though they are differently ordered
(e.g., regarding the category Okay, guests mostly refer to the accommodation location and
personnel; regarding categories with higher ratings, such as Superb and Exceptional, guests
mostly refer to the proximity of the accommodation to the city center, given value for
money, and also peace and quiet inside the accommodation).

Table 9. Bigram analysis of Croatian guest reviews.

Accommodation
Category Most Frequently Referenced in Guest Reviews

Okay
accommodation location, accommodation personnel, reception

personnel, proximity to city center, room and bathroom,
breakfast, parking

Good city center proximity, parking, accommodation personnel, breakfast,
location in relation to price, ratio of quality and price

Very good breakfast, accommodation personnel, city center proximity, value for
money, time needed to get to the city center

Fabulous location quality, porch, room, breakfast, room interior, city center
proximity, parking, accommodation personnel, reception personnel

Superb city center proximity, location quality, accommodation personnel,
breakfast, value for money, peace and quiet, price and quality ratio

Exceptional city center proximity, peace and quiet, location quality, value for
money, accommodation personnel, breakfast, parking, host courtesy

Accommodation location is found across all categories, though in some categories it
is the most frequently used of all other accommodation properties, while in others it only
appears after personnel, parking, and peace and quiet. This indicates that comfort has the
highest importance in certain categories. Evidence that comfort has a high influence on the
accommodation category can also be found in Figure 5, which shows that accommodation
comfort review (of all guest reviews) has the largest influence on the accommodation
category.

With respect to the accommodation category, the most frequent words in guest reviews
do not differ much (Table 10). Similar words are used throughout the reviews (such as
personnel, location, view, city, etc.) with a few exceptions (kindness in the category
Exceptional in English reviews, pool in the category Fabulous in English reviews, etc.) and a
slightly different ordering (e.g., according to the guest reviews, the most important aspects
of the accommodation in the category Okay are location, room, view, and breakfast, while
words related to the kindness of the host and rest in the accommodation start to appear
in the top ten frequent words in the categories with higher ratings (Fabulous, Superb and
Exceptional), beside the accommodation location and personnel).

5.3.2. Jaccard Index

The Jaccard index represents a measure of similarity between texts based on tokens
(words). It is calculated as the division between the number of common words between
texts and the overall total of unique words [23]. The equation for the index calculation is
given as follows:

J(A, B) =
|A ∩ B|
|A ∪ B| =

|A ∩ B|
|A|+ |B| − |A ∩ B| , (9)

where A and B represent two different sets of text, |A ∩ B| is the intersection of words
between the sets (common words), and |A ∪ B| is the union of unique words in the two
sets. The value of the Jaccard index ranges from 0 to 1. The closer the value is to one, the
more similar the texts are.
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Table 10. Unigram analysis for English and Croatian reviews.

Accommodation
Category English Reviews Croatian Reviews

Okay
location, room, view, hotel,

personnel, breakfast, apartment,
city, accommodation, sea

location, personnel, room, bed,
breakfast, hotel, proximity,

object, stay, price

Good

location, room, personnel, hotel,
apartment, view, city,

accommodation, breakfast,
surroundings

location, personnel, breakfast,
parking, city, room, center,

hotel, view, bed

Very good
location, room, personnel, hotel,
apartment, breakfast, city, view,

accommodation, host

location, breakfast, personnel,
city, room, parking, center,

hotel, proximity, view

Fabulous
location, personnel, room,

apartment, breakfast, hotel, view,
host, pool, area

location, room, personnel,
parking, object, city, proximity,

food, host

Superb
location, personnel, room,

apartment, hotel, breakfast, view,
city, host, area

location, personnel, breakfast,
city, stay, hotel, room, host,

center, proximity, bed

Exceptional
location, apartment, personnel,

room, hotel, host, breakfast, city,
view, kindness

location, personnel,
apartment, breakfast, stay,

host, praise, room, city, rest

The Jaccard index for each pair of accommodation categories for English reviews can
be seen in Table 11. The largest similarity between guest reviews is found for the categories
with lower ratings (beside Fabulous, it is found for Okay, Good, and Very good), with the
lowest index being 0.89 (which is considered really high). Categories Superb and Exceptional
differ the most from the other four categories. Moreover, the content of the Exceptional
category differs greatly from the first four categories (the Jaccard index of approximately
0.2). Even though it is still small, the category Superb has greater similarity to the other four
categories (Jaccard index of approximately 0.5).

Table 11. Jaccard index for English guest reviews (higher color intensity indicates higher index).

Okay Good Very Good Fabulous Superb Exceptional
Okay 1 0.89 0.92 0.96 0.51 0.22
Good 0.89 1 0.95 0.89 0.56 0.24

Very good 0.92 0.95 1 0.91 0.55 0.23
Fabulous 0.96 0.89 0.91 1 0.5 0.21
Superb 0.51 0.56 0.55 0.5 1 0.43

Exceptional 0.22 0.24 0.23 0.21 0.43 1

The Jaccard index for each pair of accommodation categories for Croatia is given in
Table 12. The table differs greatly from Table 11. Guest reviews for the category Fabulous
have the smallest similarity with other categories of guest reviews, while the category Okay
has the largest similarity to the other accommodation categories (followed by the category
Superb).
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Table 12. Jaccard index for Croatian guest reviews (higher color intensity indicates higher index).

Okay Good Very Good Fabulous Superb Exceptional
Okay 1 0.24 0.74 0.28 0.82 0.26
Good 0.24 1 0.18 0.07 0.3 0.94

Very good 0.74 0.18 1 0.38 0.61 0.19
Fabulous 0.28 0.07 0.38 1 0.23 0.07
Superb 0.82 0.3 0.61 0.23 1 0.32

Exceptional 0.26 0.94 0.19 0.07 0.32 1

5.4. Naïve Bayes Classification Based on Guest Reviews

The Multinomial Naïve Bayes algorithm is trained separately for English and Croatian
guest reviews. Since verbs and adjectives proved to have high predictive potential, they
are used along with nouns for predicting accommodation categories.

Prior to training, the BOW approach is applied in order to extract text properties [8],
and the dataset is split into the training set, which comprises 70% of the dataset (7252 obser-
vations and 8981 variables for the English dataset, and 2.699 observations and 2.000 vari-
ables for Croatian—a variable/feature is a word extracted using the BOW vectorizer), and
the test set which comprises 30% of the original dataset (3.109 observations for the English
dataset, and 1158 for Croatian).

Furthermore, the SMOTE procedure is applied for balancing the observation ratios
between categories. Since the oversampling method is used on the training sets, the samples
increase in size, hence the English training dataset has a total of 26,412 observations while
the Croatian training dataset has a total of 10,242 observations. Each category takes an
equal proportion of the training set (16,667%), thus there are 4402 observations for each
category in the English dataset and 1707 observations for each category in the Croatian
dataset. The algorithms are hence trained on the oversampled and thus balanced training
sets and tested on the imbalanced datasets.

Tables 13 and 14 show the results of the Multinomial Naïve Bayes models based on
English and Croatian guest reviews. The tables report the following:

1. Model precision—the ratio between true positive cases (the number of correctly
predicted cases) and the overall number of predicted cases for a specific category
(regardless of whether they are true or false positives). The models achieve the greatest
precision on the category Exceptional. The precision approaches approximately 80% for
English and 90% for Croatian reviews, meaning that 20% and 10% of forementioned
reviews are false positives.

2. Model recall—the ratio of correctly predicted cases of a specific category and the
overall total number of cases of that specific category. Models have a recall of about
90% for the category Exceptional, meaning that the models correctly predict 90% of the
Exceptional category cases.

3. F1 score—the ratio of precision and recall. F1 score is calculated based on the following
equation:

F1 = 2× Precision× Recall
Precision + Recall

. (10)

4. Support—the number of observations in a specific category inside the test set. These
numbers are imbalanced since the SMOTE procedure is applied only to the training
set to ensure the model is trained on the same number of observations per class (in
order to learn patterns for all classes).



Electronics 2022, 11, 913 16 of 23

Table 13. Classification results of the Multinomial Naïve Bayes English model.

Category Precision Recall F1 Score Accuracy Support

Okay 0.69 0.53 0.6 0.56 170
Good 0.45 0.32 0.37 0.36 248

Very good 0.61 0.46 0.52 0.46 197
Fabulous 0.39 0.3 0.34 0.33 151
Superb 0.53 0.49 0.51 0.52 434

Exceptional 0.79 0.89 0.84 0.85 1917

Table 14. Classification results of the Multinomial Naïve Bayes Croatian model.

Category Precision Recall F1 Score Accuracy Support

Okay 0.78 0.75 0.76 0.75 92
Good 0.27 0.33 0.30 0.29 55

Very good 0.25 0.24 0.24 0.27 63
Fabulous 0.81 0.76 0.79 0.76 34
Superb 0.49 0.66 0.68 0.66 161

Exceptional 0.90 0.91 0.91 0.9 753

The overall model accuracy for the English model (based on all observations in the
test set, irrelevant of the accommodation category) equals to 0.7125 (approximately 71%).
Hyperparameter optimization is performed by changing one parameter value (alpha) while
keeping all other parameters fixed for testing. It is found that the default option is the most
optimal one (Table 15).

Table 15. Parameters of Multinomial Naive Bayes for English reviews.

Parameter Type Default Value Used Value

alpha float 1.0 1.0
fit_prior bool True True

class_prior array-like None None

Table 16 represents a confusion matrix for the Multinomial Naïve Bayes model of
English reviews. This type of visualization is used for presenting correct and incorrect
classifications. The rows represent actual categories and columns represent the categories
predicted by the model. The intersections represent percentages of overlap between the real
and predicted categories. For example, the model incorrectly predicted 1% of the category
Superb as Okay, 6% as Good, 3% as Very Good, 3% as Fabulous, and 35% as Exceptional,
concluding that the model correctly predicted 52% of the observations of the Superb category.
The diagonal represents correct predictions per category. The results indicate that the
model predicts Exceptional with the highest accuracy (85%) and Fabulous with the lowest
accuracy (33%).

Table 16. Classification confusion matrix for the Multinomial Naive Bayes model based on English
reviews (higher color intensity indicates higher value).

Okay Good Very Good Fabulous Superb Exceptional
Okay 0.56 0.1 0.03 0.03 0.08 0.2
Good 0.09 0.36 0.1 0.06 0.1 0.28

Very good 0.03 0.11 0.46 0.04 0.11 0.26
Fabulous 0 0.05 0.04 0.33 0.13 0.45
Superb 0.01 0.06 0.03 0.03 0.52 0.35

Exceptional 0.01 0.02 0.01 0.03 0.08 0.85
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Similarly, the algorithm is trained and tested on Croatian guest reviews in order to
compare the accuracy on the two datasets. Hyperparameter optimization slightly improved
the initial model accuracy, which ended up at 79% (Table 17).

Table 17. Parameters for Multinomial Naive Bayes for Croatian reviews.

Parameter Type Default Value Used Value

alpha float 1.0 0.95
fit_prior bool True True

class_prior array-like None None

Table 18 represents a confusion matrix for the Multinomial Naïve Bayes model of
Croatian reviews. In line with the overall accuracy results, the accuracy rate is higher in
several categories when compared with the results obtained on English guest reviews—
Okay is 19% higher, Fabulous 43%, Superb 16%, and Exceptional 5%. In the remaining two
categories (Good and Very good), the accuracy rate is 7% and 19% lower, respectively.

Table 18. Classification confusion matrix for Multinomial Naive Bayes model based on Croatian
reviews (higher color intensity indicates higher value).

Okay Good Very Good Fabulous Superb Exceptional
Okay 0.75 0.05 0.04 0.01 0.07 0.08
Good 0.02 0.29 0.38 0 0.11 0.2

Very good 0.08 0.43 0.27 0 0.03 0.19
Fabulous 0.06 0 0.03 0.76 0.06 0.09
Superb 0.02 0.02 0.05 0.01 0.66 0.24

Exceptional 0.01 0.01 0.03 0 0.06 0.9

5.5. Classification Based on Accommodation Factors

All accommodation factors with the absolute value of the correlation coefficient above
0.15 are selected for model training and appropriately preprocessed (SMOTE requires
encoding textual values in a numerical form). Prior to applying SMOTE, the dataset size
equals to 6133 observations and 14 variables, out of which 4293 are used for training and
1840 for testing (the same splitting procedure is applied as for the guest review datasets).

The final dataset (after SMOTE application) used for model training consists of 9654
accommodations, out of which every category has 1609 accommodations (observations)
and the following 14 accommodation factors—guest reviews for comfort, accommodation
value, accommodation facilities, cleanliness, personnel, location and internet, accommo-
dation size, number of stars, variables based on accommodation properties (whether the
accommodation provides breakfast, whether it has a bar, room for smokers, and whether it
allows parties) (Table 19).

The initial Decision Tree (DT) model consists of 655 nodes and 328 leaves with an ac-
curacy of 79%. After excluding variables with low feature importance and after conducting
hyperparameter tuning (the parameter of tree maximum depth was changed from None to
10) (Table 20), the model accuracy equals 82%. The results per category are presented in
Table 21. The confusion matrix (Table 22) reveals that the model is slightly prone to misclas-
sify categories with lower ratings, Okay and Good, into their neighboring categories (35% of
the category Okay is misclassified as Good, and 22% of the category Good is misclassified as
Very good). Categories with higher ratings are predicted with accuracy above 75%.
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Table 19. Training set description.

Variable Non-Null Count Data Type

Bar 6.133 int32
Breakfast 6.133 int32

Number of stars 6.133 int32
Location review 6.133 float64

Personnel review 6.133 float64
Facility review 6.133 float64
Comfort review 6.133 float64

Value review 6.133 float64
Wi-Fi review 6.133 float64

Cleanliness review 6.133 float64
Accommodation size 6.133 int32
Accommodation type 6.133 category

Smoker room 6.133 int32
Parties 6.133 int32

Table 20. Parameters used in classification models.

Model Parameter Default Value

DT

random_state None 1
Splitter “best” “best”

max_depth None 10
min_samples_split 2 2

RF

random_state None 1
n_estimators 100 150

criterion “Gini” “Entropy”
max_depth None 20

max_samples None None
max_features “auto” 3

bootstrap True True
oob_score False True

min_samples_split 2 2

SVM

kernel “rbf” “linear”
random_state None 1

decision_function_shape “ovr” “ovr”
break_ties False True

Table 21. Classification results for the DT model.

Category Precision Recall F1 Score Accuracy

Okay 0.67 0.70 0.68 0.65
Good 0.70 0.75 0.72 0.71

Very good 0.78 0.70 0.74 0.79
Fabulous 0.65 0.71 0.68 0.75
Superb 0.79 0.78 0.79 0.80

Exceptional 0.89 0.88 0.88 0.91

Table 22. Confusion matrix for the DT model (higher color intensity indicates higher value).

Okay Good Very Good Fabulous Superb Exceptional
Okay 0.65 0.35 0 0 0 0
Good 0.05 0.71 0.22 0.01 0 0

Very good 0 0.08 0.79 0.12 0.02 0
Fabulous 0 0 0.12 0.75 0.12 0.01
Superb 0 0 0.01 0.11 0.8 0.08

Exceptional 0 0 0 0 0.09 0.91
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In the Random Forest (RF) model several parameters are changed—the number of
estimators (the number of decision trees changed from 100 to 150), criterion (function for
measuring the quality of branching changed from Gini to entropy), maximum depth of trees
is changed from None to 20, maximum features parameter (number of predictors used for
data splitting) is changed from auto to 3 and OOB score parameter (which instructs to use or
not to use out-of-bag samples to estimate the generalization score) is changed from False to
True (Table 20). Accuracy after parameter tuning equals to 87.5%. The results per category
are presented in Table 23.

Table 23. Classification results for the RF model.

Category Precision Recall F1 Score Accuracy

Okay 1 0.70 0.82 0.7
Good 0.84 0.81 0.83 0.81

Very good 0.86 0.81 0.83 0.81
Fabulous 0.77 0.74 0.75 0.74
Superb 0.84 0.88 0.86 0.89

Exceptional 0.93 0.93 0.93 0.93

According to the confusion matrix (Table 24), and in comparison to the DT model, the
RF model has higher accuracy in every category except Fabulous, for which the accuracy rate
is 1% lower. Like the DT model, the RF model is also slightly prone to misclassify categories
with lower ratings into their neighboring categories (misclassification rate ranging from 13
to 30%) but its overall precision and recall (Table 23) are much higher than those of the DT
model (Table 21).

Table 24. Confusion matrix for the RF model (higher color intensity indicates higher value).

Okay Good Very Good Fabulous Superb Exceptional
Okay 0.7 0.3 0 0 0 0
Good 0 0.81 0.18 0.01 0 0

Very good 0 0.03 0.81 0.13 0.02 0.01
Fabulous 0 0 0.04 0.74 0.22 0
Superb 0 0 0 0.05 0.89 0.07

Exceptional 0 0 0 0 0.07 0.93

The initial Support Vector Machine (SVM) model has an accuracy of 73%. The parame-
ter optimization procedure results in changing the values of two parameters—the kernel
parameter (type of kernel used in the algorithm) is changed from rbf (Radial Basis Function)
to linear since rbf kernel is more appropriate when the data are not linearly correlated and
the break ties parameter is changed from false to true (if true, it breaks ties for predictions
according to the confidence values of the decision function) (Table 20). After parameter
optimization, the accuracy equals 90%. The results are given in Table 25. The confusion
matrix (Table 26) shows that the SVM model has the best overall accuracy, predicting each
category correctly in approximately 80% of the cases or above, except the category Okay
which is correctly classified in 70% of cases. The RF model performs better on accommoda-
tions with considerably low ratings (Okay and Good), while the SVM model performs the
best on accommodations with considerably higher rating (Superb and Exceptional).
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Table 25. Classification results for the SVM model.

Category Precision Recall F1 Score Accuracy

Okay 0.64 0.70 0.67 0.7
Good 0.75 0.79 0.77 0.79

Very good 0.85 0.81 0.83 0.82
Fabulous 0.78 0.85 0.81 0.85
Superb 0.90 0.87 0.88 0.87

Exceptional 0.94 0.94 0.94 0.94

Table 26. Confusion matrix for the SVM model (higher color intensity indicates higher value).

Okay Good Very Good Fabulous Superb Exceptional
Okay 0.7 0.3 0 0 0 0
Good 0.11 0.79 0.1 0 0 0

Very good 0 0.08 0.82 0.09 0.01 0.01
Fabulous 0 0 0.07 0.85 0.08 0
Superb 0 0 0 0.07 0.87 0.06

Exceptional 0 0 0 0 0.06 0.94

The Receiver Operating Characteristic (ROC) curve is used in order to visualize the
ratio of true and false positive observations [10]. The ROC curve visualization represents
the accuracy of the test, i.e., the closer the category to the upper left corner, the more
accurate the test. Test accuracy, in this case, is commonly referred to as area under the
curve (AUC), i.e., the bigger the area under the curve, the more accurate the model is in
predicting the specific category. If a model follows the diagonal line of the test it means
that it has an equal probability of guessing the category, like a random coin toss.

The DT model has the largest AUC for the category Exceptional (0.92), followed by
Okay (0.87), Good and Superb (0.86) and, lastly, Very good and Fabulous (0.84) (Figure 6).

Figure 6. ROC curve for the DT model.

The RF model has the largest AUC for the category Exceptional (0.94), followed by
Good (0.91), Superb (0.90), Very good and Fabulous (0.88) and, lastly, Okay with the lowest
AUC (0.85) (Figure 7).
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Figure 7. ROC curve for the Random Forest model.

ROC curve for the SVM model (Figure 8) somewhat resembles that of the RF model.
Both have the largest AUC for categories with higher ratings, while the DT model has
largest AUC for the category Okay. The final rank list is created by summing up all AUC
scores separately for each model and dividing it by the number of categories. In that way
an average AUC for each model is obtained (Table 27).

Figure 8. ROC curve for the SVM model.

Table 27. Model comparison by AUC.

Model Average AUC

SVM 0.901
RF 0.893
DT 0.865
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The RF model has higher precision and recall (including the F1 score) in the categories
with lower ratings (Okay, Good and Very good), while the SVM model outperforms the DT
and RF model in the categories with higher ratings (Table 28). The DT model outperforms
the other two models by the AUC statistic for the category Okay even though not by much
(2% difference).

Table 28. The best performing models per category with respect to the evaluation measure.

Evaluation Measure

Precision Recall F1 Accuracy AUC

Okay RF ALL RF RF, SVM DT
Good RF RF RF RF RF

Very good RF RF, SVM RF, SVM SVM SVM
Fabulous SVM SVM SVM SVM SVM
Superb SVM SVM SVM RF SVM

Exceptional SVM SVM SVM SVM SVM

6. Conclusions and Future Work

Accommodation factors such as satisfaction with the comfort, value, cleanliness, and
similar have the greatest influence on the guest satisfaction, unlike more general factors
such as region or county, price, permission for parties, and others that do not have a direct
connection to the accommodation category (and review).

The obtained result is confirmed through the analysis of guest reviews. Reviews of
accommodations with higher ratings have proven that guests refer more to accommodation
comfort and properties such as a friendly host, peace and quiet, and value for given money.
More generally (in overall reviews), guests refer to the location in terms of how close the
accommodation is to the city center or bus station, the kindness of the personnel, and also
the accommodation room and available breakfast.

This study shows that machine learning algorithms can be used to predict guest
satisfaction based on specific accommodation properties (such as personnel, cleanliness,
comfort, etc.) beside the more general accommodation size, type, and the number of stars.
The highest precision and AUC (the largest percentage of correctly predicted categories)
are obtained by the SVM model, which successfully predicts 90% of the accommodation
categories.

One of the constraints of this study is related to the web page limit of 1000 search
results (by dividing the search results by counties, 8444 accommodations are collected
from a total of over 70,000 available). Another constraint is the overall processing power
of the computer used for the study (Lenovo L430, 298 HDD, 8 GB RAM, Intel Core 2.50
Gz), which has proven weak during the execution of certain requests (e.g., the grid search
for hyperparameter optimization was canceled due to long execution, Google API was
unable to translate reviews from foreign languages such as German or Chinese to English
or Croatian due to request overload).

In future work, a larger volume of data should be obtained, and requests should be
executed over a cloud platform or a virtual machine which has greater computational
power than a laptop. Since this research is limited with respect to the location (Croatia) and
the web source (Booking.com), future work should include reviews and accommodations
from a broader perspective in terms of both location (comparing customer satisfaction in
adjacent countries or Europe as a whole) and web sources (instead of using only Booking,
other platforms such as Trivago, Airbnb, or TripAdvisor could be used in order to expand
the research).
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