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Abstract: Mixed crops are one of the fundamental pillars of agroecological practices. Row intercrop-
ping is one of the mixed cropping options based on the combination of two or more species to reduce 
their impacts. Nonetheless, from a monitoring perspective, the coexistence of different species with 
different characteristics complicates some processes, requiring a series of adaptations. This article 
presents the initial development of a procedure that differentiates between chickpea, lentil, and ervil 
in an intercropping agroecosystem. The images have been taken with a drone at the height of 12 and 
16 m and include the three crops in the same photograph. The Vegetation Index and Soil Index are 
used and combined. After generating the index, aggregation techniques are used to minimize false 
positives and false negatives. Our results indicate that it is possible to differentiate between the three 
crops, with the difference between the chickpea and the other two legume species clearer than that 
between the lentil and the ervil in images gathered at 16 m. The accuracy of the proposed method-
ology is 95% for chickpea recognition, 86% for lentils, and 60% for ervil. This methodology can be 
adapted to be applied in other crop combinations to improve the detection of abnormal plant vigour 
in intercropping agroecosystems. 
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1. Introduction 
Nowadays, the agricultural industry must become more productive while maintain-

ing or decreasing its environmental impact. If agriculture is not properly managed, the 
soil and aquifers might be polluted or lost [1,2]. During the last decades, farmers have 
adopted intensive practices that are damaging the soil and making an inefficient use of 
resources [3]. Therefore, part of the current technological revolution of agriculture must 
include adopting agroecological practices that reduce the impact of this sector. Intercrop-
ping is one of those options. This practice is based on combining two or more crop species 
in the same field. There are different options to mix the crops; sowing in rows alternating 
the species is one of the most usual spatial arrangements used in intercropping [4]. 

Thus, intercropping is a part of the future of agriculture that will ensure the mainte-
nance of productivity and will minimize environmental impacts. Nonetheless, intercrop-
ping might cause a series of problems from the monitoring perspective. First of all, inter-
cropping supposes a break with traditional and intensive agriculture in which the whole 
field is composed of a single species. It requires, in certain cases, the existence of areas not 
sowed in-between species to ensure that they do not compete for resources (nutrients, soil 
moisture, solar radiation, etc.) [4]. Moreover, the included species might have different 
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characteristics such as height, colour, or susceptibility to diseases. This might be challeng-
ing when colour indices are used to monitor the vegetation vigour and plant health con-
ditions or even for yield prediction based on plant vigour.  

Most of the monitoring solutions in agriculture for monitoring plant status are based 
on the use of remote sensing, using both drones and satellites. The adaptation of those 
solutions to the intercropping scenarios can be laborious. Considering that in most cases, 
the rows have a limited width of less than 1 m [5], it is not feasible to use satellite imagery 
due to the constraints in spatial resolution. Therefore, drones are the only suitable option 
for intercropping monitoring according to the currently available spatial resolution of 
open-access satellites. Nevertheless, the use of drones enforces a strong restriction in terms 
of spectral resolution. In most cases, due to the high economic costs of hyperspectral and 
multispectral cameras, a limited number of spectral bands are available. The most com-
mon drone images are composed of only three bands: red, green, and blue (RGB). While 
the RGB cameras generate images composed of three bands, multispectral and hyperspec-
tral cameras generate images with a higher number of bands. In some cases, hyperspectral 
cameras can record up to 50 bands.  

Thus, the actual systems for plant monitoring in intercropping should be based on 
RGB data from drones. The first step to adapt the plant status monitoring to the intercrop-
ping is the proper identification of the species of each row. This is necessary in order to 
analyze each crop independently since different indices or thresholds might be necessary 
for each species. This problem can be solved following the same principles used in weed 
detection in traditional agriculture. In this case, two main approaches can be identified: 
basic operations with RGB images (such as band combination or edge detection) and more 
powerful algorithms and artificial intelligence such as object recognition [6–8]. In order to 
have near real-time results, and considering the current processing limitations of nodes, 
it is recommended to focus on the first option if images must be processed locally in the 
field. Very few papers have addressed the possibility of drone imagery for intercropping; 
an example of this can be seen in [9].  

In [10], A. Bégué et al. pointed out that a limited number of studies based on remote 
sensing address the intercropping scenarios. The authors suggested the high heterogene-
ity in the infra-metric scale of those crops. When remote sensing tools are applied in areas 
that include plots with intercropping, those plots are not characterized by a good predic-
tion. According to different authors, in that scenario, intercropping is the cause of the low 
performance of estimated parameters [11], the low accuracy and reliability of results [12], 
or the misclassification of the plots [13]. R. Chew et al. [14] performed a crop classification 
using UAV with deep neural networks (DNN) in a scenario with two mono-crops (maize 
and banana) and legumes as intercropping. The classification accuracy dropped from 96% 
(banana and maize) to 49% for legumes mostly cultivated under intercropped conditions. 
Most of the remote sensing studies that encompass intercropping are based on the heter-
ogenic mosaic of plots, in which each plot grows a single crop. Nonetheless, very few 
studies include plots composed of two crops, and only one has analyzed a similar case in 
which crop rows had a size of 1 m [15]. In this case, an overall accuracy of 99% was at-
tained. However, the authors included a multispectral camera and time-series analyses of 
images gathered over four months. The approach presented in this paper is capable of 
offering the results using data from a single moment and captured with an RGB camera.  

As far as we are concerned, no paper has addressed the identification of plant species 
in real intercropping agroecosystems using drone imagery and with an RGB camera. The 
aim of this paper is to propose, test, and evaluate the use of a methodology for species 
classification in an intercropping agroecosystem. In the scenario used, three legumes (len-
tils, chickpea, and ervil) are sowed in rows. In certain cases, such as in seeds multiplication 
and varieties selection, it is common to have similar species in the distribution of row 
intercropping. The classification accuracy for images gathered at 12 and 16 m of relative 
height is calculated to test and evaluate the index. A FLIR ONE Pro thermal—RGB camera 
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is used to gather the images. Only mathematical operations between bands and filters are 
used to simulate the options available in the field nodes.  

The rest of the paper is structured as follows: Section 2 describes the materials and 
methods. In Section 3, the results are displayed. The implications of our findings are dis-
cussed in Section 4. Finally, Section 5 summarises the conclusions and future work.  

2. Materials and Methods 
2.1. Study Site 

The study area is located in the municipality of Espinosa de Henares (Guadalajara, 
Spain) (lat. 40.903242, long. −3.067340). It is a fully agricultural region that cultivates the 
fertile plains of the Henares River. In this area, the summers are short, warm, dry, and 
mostly clear, and the winters are very cold and partly cloudy. Over the course of the year, 
the temperature typically varies from 0 °C to 31 °C and is rarely below −5 °C or above 35 
°C. The total rainfall is 307 mm/year [16]. 

The area studied include different types of crops (chickpeas (Cicer arietinum, L.), len-
tils (Lens culinaris, Medik.), and ervil (Vicia ervilia, (L.) Willd.)). All of these are legumes 
characterized as annual herbs, branching from the base as a small shrub of 40 cm to 50 cm 
with branches that spread out [17]. The study plots were seeded on February 2021 as a 
germplasm resource for seed multiplication of several varieties. The area was sowed as 
an intercropping in rows. Each row had a length of 50 m and a width of 1 m, while the 
row spacing was less than 1 m. This distance between crop rows was enough to perform 
manual or mechanical weeding if necessary. There were no repeated plots in the experi-
mental area, as each variety of chickpeas, lentils, and ervil was planted in each row (Figure 
1). Nonetheless, in order to have repetitions, three pictures were captured. Considering 
that the cultivar purpose was to obtain certified seeds, meticulous handling was followed 
in terms of weeding, fertilizers, and water needs. 

The vegetative growth stage was selected as the phenologic state for image gathering. 
This stage was selected since, in the flowering period, the different colours of chickpea, 
lentil, and ervil flowers facilitate the differentiation of vegetation. Therefore, this stage 
presents a challenge compared with the reproductive stage. The methodology must be 
applied in the vegetative stage since this is the longest stage, and this is when most pests 
and diseases might occur and affect the reproductive stage, provoking a decrease in the 
yield.  

 
Figure 1. Chickpea, lentil, and ervil rows. Image captured with the Parrot Bebop 2 UAV thermal 
camera. 

2.2. Image gathering 
Images were captured by a UAV platform composed of a Parrot Bebop 2 and a FLIR 

ONE Pro thermal—RGB camera, see Figure 2a). The FLIR camera has a maximum visual 
resolution of 1440 × 1080 and HFOV/VFOV: 55 ± 1°/43 ± 1°. The use of the frontal UAV 
camera was discarded as overhead images from the plots are needed. 

The UAV was placed at 12 m and 16 m over the plots on 27 May 2021, when the 
plants were fully developed and starting to bloom, see Figure 2b). These heights were 
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selected according to the positive results in [9] with images at 8 and 12 m. The selected 
heights and the small size of the drone ensured no draught caused by the drone’s propel-
lers reached the leaves of the crops, which can complicate the image analysis. The plants 
have an approximate height of 30 to 40 cm. The day was selected to ensure good meteor-
ological conditions and the plants’ phenological status. The camera’s exposure parameters 
were automatically selected, and images were acquired at 13:00 local time under clear and 
sunny conditions. The software of the camera automatically corrected the overexposure. 
For each height, at least five pictures were taken, to allow discard if any image was blurry. 
The three images with better quality were used. The pixel size was 0.63 cm2 and 1.1 cm2 
for 12 m and 16 m, respectively. 

  
(a) (b) 

a) b 

Figure 2. Image gathering process. (a) Drone used, (b) picture of image capturing process. 

2.3. Image Classification Process 
The process followed for image classification is described as follows. First, the proc-

cess is divided into two big blocks: the procedures for image classification, which will be 
conducted in the node; and the process to select the operators, thresholds, and evaluate 
the accuracy of the results. The second block of operations is executed as “beyond node 
process” to define certain parameters that will be included in the “in node process”.  

The “in node process” is defined first:  
• The first step is to obtain the Soil Index (SI) and the Vegetation Index (VI), defined in 

[18]. 
• After obtaining the output of both indices (SI and VI), the mathematical combination 

of both indices is performed to obtain the Vegetation–Soil Index (VSI). To do so, the 
first step is to reclassify the data of SI to generate a mask. The rule for the reclassifi-
cation is the following one: if the original pixel value = 0, the newly assigned value is 
0. If the original pixel value = “Else”, the newly assigned value is 1. The objective of 
this soil mask, or Reclassified SI (rSI), is to reduce the variability of soil pixel values 
in the VI to simplify the reclassification of the results after the aggregation. 

• The next step is to aggregate the VSI to generate the Aggregated VSI (VSIA). The ag-
gregation is performed to reduce the size of the picture and minimize the effect of 
isolated pixels, which usually represent abnormal values. For this, the operator must 
be selected in the “beyond node process”. The selected operator will be applied to 
the VSI with a cell size of 20 pixels. The cell size of 20 was set to ensure a minimum 
width of 8 pixels for each crop row in the images captured at 16 m.  

• Once the VSIA is obtained, the soil mask (the rSI) is applied again, generating the 
Masked VSIA (VSIAM) to ensure that all soil pixels have a value of 0. 

• The subsequent step is the reclassification in 5 classes and obtaining the Reclassified 
VSIAM (rVSIAM). In this step, the values used for the classification are defined accord-
ing to the results of thresholds generation in the “beyond node process”.  
The “beyond node process” is described below. 

• The first step is to compare the best operator for aggregation of the VSI. The five 
operators (maximum, summation, mean, median and minimum) are compared for 
that purpose. The resultant aggregated VSI are compared, first visually, and then by 
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comparing the variance of the three crop rows. In the first comparison the worthless 
results are excluded. Worthless results are the aggregated images in which the dif-
ferent crop lines cannot be identified or those with the same values. The second com-
parison extracts each crop row’s mean, maximum, minimum, and standard deviation 
(σ). After normalizing the data, each crop line’s minimum and maximum values are 
compared, and the operator that offers the greater variability between crops (inter-
crop variability) is selected. If the operators showed similar inter-crop variability, the 
one with the greater intra-crop variability is selected.  

• The next step is the attainment of thresholds for the VSIAM. The initial procedure is to 
analyze whether it is feasible to distinguish crop type. Therefore, the histograms of 
each crop row are obtained and mean values are compared with an ANalysis Of VAr-
iance (ANOVA). Once ANOVA identifies whether data can be used to differentiate 
the crops, unsupervised classification methods are used to generate a variable num-
ber of classes. Then, the classes are merged in a supervised classification to attain the 
thresholds.  

• Finally, the evaluation of the accuracy of rVSIAM is performed. Three areas that con-
tain the majority of each crop row are analyzed to determine the accuracy according 
to the initial crop type and the classified crop type.  
To summarize this information, the “in node process” and the “beyond node pro-

cess” are identified in Figure 3. Blue items indicate those processes conducted in the node, 
while orange items display the processes conducted beyond the node. Results of beyond 
the node actions which are included in the node process are identified in both colours. It 
is important to note that the “beyond node processes” are just performed now to select 
the operator and the thresholds. They are not conducted in the field when the proposed 
approach is performed.  

The following mathematical procedures are applied in the node. The steps for ob-
taining VSI include the SI (1), the reclassification of SI (2), the VI (3), and the multiplication 
or reclassified SI and VI (4). The procedure for obtaining aVSI (the aggregated VSI) is in-
cluded only for Summation and described in Algorithm 1 as the set of commands in Py-
thon. The same procedure is followed for other mathematical operators. The included op-
erator in the final mathematical procedure will be defined in the results section. Finally, 
the multiplication for obtaining VSIAM is shown in (5). The procedure for rVSIAM (reclassi-
fied VSI aggregated and masked) is not entirely defined since the threshold for the reclas-
sification will be defined in the results section. The code in Python for this procedure using 
letters for “a” to “e” for the thresholds for the plant species (for the class soil, = is the 
threshold) is presented in Algorithm 2.  SI = B2B1 (1) 

if ሺSI = 0ሻ  rSI = 0 ሾelse rSI = 1ሿ (2) 

VI = B3 × 10B2  (3) 

VSI = rSI × VI (4) VSIam = VISa × VrSI (5) 
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Figure 3. Summary of followed processes presented as a flow chart. 
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Algorithm 1: The Code for Aggregate Operation 
# Code for Aggregate Operation 
import arcpy 
from arcpy import env 
from arcpy.sa import * 
env.workspace = “C:/sapyexamples/data” 
outAggreg = Aggregate(“VSI”, 20, “SUMMATION”, “TRUNCATE”, “DATA”) 
outAggreg.save(“C:/sapyexamples/output/VSIa” 

 
Algorithm 2: The Code for Reclassify Operation 
# Code for Reclassify Operation 
import arcpy 
from arcpy import env  
from arcpy.sa import * 
env.workspace = “C:/sapyexamples/data” 
outReclass1 = Reclassify(“VSIam”, “Value”,  
RemapRange([[0,1],[0,a,2],[a,b,2], [b,c,3],[c,d,4],[d,e,5]])) 
outReclass1.save(“C:/sapyexamples/output/rVSIam “) 

3. Results 
3.1. Application of Vegetation and Soil Indices 

This subsection displays the raw results of applying the vegetation indices to images 
gathered at 16 and 12 m. In order to reduce the size of figures in this subsection, only the 
first picture for each flying height is shown. All images have been considered in all steps 
described in this subsection.  

Figure 4 depicts the raw results of the initial step. Figure 4a,b show the true colour 
images at 16 and 12 m. Figure 4c,d present the results after applying the vegetation index 
at images at 16 and 12 m. Even in the raw results, it is possible to identify that different 
crops are characterized with different values, with higher values for ervil, followed by 
lentils and chickpea. The VI might take any positive integer value. A summary of values 
of VI for each one of the six analyzed pictures is displayed in Table 1.  

Finally, in Figure 4e,f, the raw results of the soil index are presented. In this case, in 
the soil index, it is possible to identify the soil with value = 0 and the vegetation, both as a 
crop or as weeds, in values between 1 and 52 or 41, based on whether the images are from 
16 or 12 m. As for VI, SI may take any positive integer value. A summary of values of SI 
for each one of the six analyzed pictures is displayed in Table 2. The values for the VI and 
SI applied at both tested heights are similar, as shown in Tables 1 and 2. The differences 
of SI or VI of images gathered at the same heights are insignificant. 
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Figure 4. Results of indices applications. (a) True colour image at 16 m; (b) true colour image at 12 
m; (c) vegetation index at 16 m; (d) vegetation index at 12 m; (e) soil index at 16 m; (f) soil index at 
12 m. The crops in the images from top to bottom lines are ervil, chickpea, and lentil. 

Table 1. Description of VI results for each image. 

 Value 
Min Max Mean σ 

12 m Picture n° 1 0 90 8.89 1.18 
12 m Picture n° 2 0 130 8.92 1.21 
12 m Picture n° 3 0 180 8.90 1.21 
16 m Picture n° 1 0 100 8.86 1.14 
16 m Picture n° 2 0 110 8.87 1.18 
16 m Picture n° 3 0 180 8.87 1.19 

Table 2. Description of SI results for each image. 

 Value 
Min Max Mean σ 

12 m Picture n° 1 0 41 0.74 0.65 
12 m Picture n° 2 0 48 0.74 0.66 
12 m Picture n° 3 0 40 0.74 0.65 
16 m Picture n° 1 0 52 0.69 0.66 
16 m Picture n° 2 0 44 0.69 0.65 
16 m Picture n° 3 0 47 0.68 0.66 
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3.2. Selection of Best Aggregation Technique  
This subsection describes the process followed in selecting the best aggregation tech-

nique for the proposed process. Again, and to keep a figure size that allows a good read-
ing, the results for just the first of the three pictures gathered at 12 m of relative flying 
height are displayed. As in the previous subsection, all images are considered for the de-
cisions. The input data for this step is the VSI; see Figure 5a. 

Figure 5 displays the results of the different aggregation techniques tested in this 
study. In total, of five mathematical operators are included in this comparison: maximum 
Figure 5b, mean Figure 5c, summation Figure 5d, minimum Figure 5e, and median Figure 
5f. The results show that the maximum and minimum are the worst operators for this 
case. Meanwhile, the results of applying the mean, median, and summation represent 
clearly the three crop lines. Regarding the differences in values of each crop line, the me-
dian has lower intra-crop variability and fewer differences in values in each line. None-
theless, the values between lines, the inter-crop variability, are very low. This low inter-
crop variability might preclude the differentiation of crops. On the other hand, the results 
of mean and summation are similar, with higher inter-crop variability than the results of 
the median. The summary of the VSIA for each one of the images with summation and 
mean operators is shown in Table 3. Considering the similar results of both aggregation 
operators, the analytical comparison of inter-crop and intra-crop variability is performed. 
The minimum and maximum values in each crop line are normalized to allow the com-
parison. The results of this comparison are presented in Figure 6. The minimum and max-
imum values are identified in blue and orange bars for each one of the crops and the ag-
gregation operators. It is possible to determine that the variability is similar, with slightly 
higher variability when the mean is selected as the prefered operator.  

Table 3. Description of VSIA results for each image (including crops and soil). 

 Mathematical Operator Value 
Min Max Mean σ 

12 m Picture n° 1 Mean 0 10.95 6.16 3.11 
12 m Picture n° 2 Mean 0 10.42 6.13 3.14 
12 m Picture n° 3 Mean 0 10.35 6.15 3.11 
16 m Picture n° 1 Mean 0 9.78 5.70 3.31 
16 m Picture n° 2 Mean 0 9.76 5.63 3.33 
16 m Picture n° 3 Mean 0 9.97 5.62 3.34 
12 m Picture n° 1 Summation 0 4368 2450 1233 
12 m Picture n° 2 Summation 0 4161 2435 1242 
12 m Picture n° 3 Summation 0 4125 2446 1229 
16 m Picture n° 1 Summation 0 3873 2271 1314 
16 m Picture n° 2 Summation 0 3904 2244 1322 
16 m Picture n° 3 Summation 0 3980 2239 1325 
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Figure 5. Results of selection of best aggregation technique using the example of results with the 
first repetition at 12 m. (a) VSI; (b) aggregation technique = Maximum; (c) aggregation technique = 
Mean; (d) aggregation technique = Summation; (e) aggregation technique = Minimum; (f) aggrega-
tion technique = Median. The crops in the images from top to bottom lines are ervil, chickpea, and 
lentil. 

 
Figure 6. Comparison of normalized mean values and standard deviation of intra-crop data varia-
bility of each crop for the summation and mean aggregation operators. 
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3.3. Classification of Crops 
The content of this subsection is divided into two parts. In the first part, the data 

exploration to evaluate the possibility of differentiating the crop types is detailed. The 
attainment of thresholds and the evaluation of classification accuracy is presented in the 
second part.  

3.3.1. Crop Types Differentiation 
In this subsection, the classification of VSIAM by selecting a series of thresholds is dis-

played. At this moment, the six VSIAM (the two flying heights and the three repetitions) 
are used to find the most suitable thresholds.  

Figure 7 depicts the six VSIAM. Figure 7a,b represent image n° 1 at flying heights of 
12 and 16 m. Figure 7c,d represent images n° 2 at flying heights of 12 m and 16 m. Finally, 
images n° 3 at flying heights of 12 m and 16 m are depicted in Figure 7e,f. These images, 
the VSIAM, are used to establish the thresholds. Before analyzing the different methodolo-
gies to extract the threshold values it is necessary to evaluate if it is feasible to distinguish 
the crops or not. The histogram of the crop lines was calculated for the six images (three 
repetitions and two flying heights); see Figure 8. The histogram depicts the absolute fre-
quency of the different pixel values for each crop type. The results indicate that differen-
tiating between chickpea and the other two crops (ervil and lentil) is easy due to the clear 
differences in the values. Nonetheless, the histograms are partially superposed for crop 
types ervil and lentil, which complicates the classification. The average values of each crop 
type are obtained from the histograms. An ANOVA procedure is performed with the av-
erage values to evaluate whether it is feasible to distinguish the crop types for each of the 
flying heights. The results of the ANOVA, in Table 4, indicate that it is possible, in all 
cases, to distinguish chickpea from the rest of the crops. 

  
Figure 7. VSIAM before classification of the three gathered images and the two flying heights. (a) 
VSIAM 12 m image n° 1, (b) VSIAM 16 m image n° 1, (c) VSIAM 12 m image n° 2, (d) VSIAM 16 m image 
n° 2, (e) VSIAM 12 m image n° 3, (f) VSIAM 16 m image n° 3. The crops in the images from top to 
bottom lines are ervil, chickpea, and lentil. 
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Nevertheless, it is impossible for images gathered at 12 m to distinguish between 
ervil and lentils. On the contrary, for images gathered at 16 m, it is feasible to determine 
the three crop types. The possible explanation for this phenomenon is that the complete 
width of the crop row of ervil and lentil is not fully included in images obtained at 12 m. 
Therefore, the images gathered at 12 m are not used in the next subsection.  

 

Figure 8. Histograms for each one of the crop lines and the six studied images. 

Table 4. Summary of ANOVA results with the mean values of selected areas. 

 Crop Type 
Ervil Chickpea Lentil p-Value 

Average value for 12 m 8.27 a 8.67 b 8.28 a 00006. 
Average value for 16 m 7.79 a 8.57 c 8.21 b 0.0011 

a Different letter indicates different groups according to the ANOVA results. 

3.3.2. Crop Types Classification  
In this subsection, the crop classification is presented. First of all, the process followed 

to attain the threshold values is described. Then, the classified images, rVSIAM, are dis-
played. Finally, the accuracy of the classification for each one of the crop types is calcu-
lated based on rVSIAM. 

In order to establish the thresholds for the classification of crop types, several unsu-
pervised methods have been tested. The best results have been obtained with the unsu-
pervised classification of data in 20 groups based on the natural breaks (Jenks). Then, 
those 20 groups are joined in supervised classification, creating a total of five groups (soil, 
ervil, lentil, chickpea, shadows). The established thresholds used to reclassify the image 
are shown in Table 5. The results of applying these thresholds in the reclassification to 
generate the rVSIAM can be seen in Figure 9a for image n° 1, Figure 9b for image n° 2, and 
Figure 9c for image n° 3.  

Table 5. Used thresholds for reclassification of VSIAM into new classes. 

Category Interval New Class 
Soil  0 0 

Ervil 0 7.99 1 
Lentil 7.99 8.78 2 

Chickpea 8.78 9.52 3 
Shadows >9.52  4 
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Three areas are selected from each image representing the three crop lines. Each area 
is composed of 360 pixels. These areas are used to calculate the accuracy of the proposed 
method. The confusion matrix that summarises the three images’ results is depicted in 
Table 6. The classification of chickpea is the one with higher accuracy (95% of pixels were 
correctly classified), followed by lentil (86%) and ervil (60%). 

Finally, to prove that this classification option is feasible and offer accurate results, 
we will compare the data with a confusion matrix obtained by using Random Trees (RT). 
We have set 50 as the maximum number of trees and 30 as the maximum tree depth. The 
confusion matrix is shown in Table 7. It is possible to see that no great variation on the 
classification of chickpea is attained with RT. The correct classification of ervil increases 
from 60% to 67% by using RT. Meanwhile, the percentage decreases from 86% to 77% for 
lentils. Therefore, we can conclude that the accuracy of the proposed method is similar to 
machine learning options. 

 
Figure 9. rVSIAM of the three gathered images at 16 m and the identification of the studied zones to 
calculate the accuracy of the proposed method. (a) rVSIAM image n° 1, (b) rVSIAM image n° 2, (c) 
rVSIAM image n° 3. The crops in the images from top to bottom lines are ervil, chickpea, and lentil. 

Table 6. Confusion matrix of the three studied zones for the three rVSIAM using the threshold values 
as a classification option. 

Crop Type Assigned Crop Type 
Ervil Chickpea Lentil Other  

Ervil 60% (649) 0 % (0) 40% (436) 0% (1) 
Chickpea 1% (9) 95% (1021) 1% (14) 3% (36) 

Lentil 8% (82) 5% (54) 86% (932) 1% (7) 
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Table 7. Confusion matrix of the three studied zones for the three rVSIAM using the threshold values 
and RT as classification options. 

Crop Type Assigned Crop Type 
Ervil Chickpea Lentil Other  

Ervil 67% (483) 1 % (6) 32% (232) 0% (0) 
Chickpea 0% (1) 95% (687) 4% (26) 0% (0) 

Lentil 18% (130) 4% (27) 77% (556) 0% (0) 

4. Discussion 
The discussion is subdivided into three subsections. First, the obtained results are 

compared with literature to evaluate if the proposed method presents novelty compared 
with existing methods. Subsequently, the relevance of the proposed method for intercrop-
ping systems and the GO TecnoGAR project is analyzed. Finally, the limitations of the 
proposed methodology are identified.  

4.1. Comparison of Results with Literature 
As established in the introduction, very few papers include intercropping in their 

studies. Therefore, only a limited comparison of results with similar proposals can be 
achieved.  

Before considering the details, the different mentions of intercropping in remote 
sensing literature are summarised. Q. Ma et al. [19] compiled information on several pa-
pers mentioning that crop identification in intercropping of multiple crops makes it diffi-
cult to attain high accuracy and that most studies focus on three to five different crops. 
They also mention that, although spectral and texture features calculated with UAV mul-
tispectral remote sensing data combined with an object-oriented Support Vector Machine 
(SVM) obtain high accuracies in mono-crop systems (up to 94% in maize [20]), there is 
significant interferences in mixed crop and intercropping. The authors of [19] indicate that 
OBject-oriented Image Analysis (OBIA) is the primary processing unit in crop identifica-
tion in intercropping. However, the papers analyzed by Q. Ma et al. [19] to reach this 
conclusion do not analyze intercropping plots. The surveyed papers [21–24] are mainly 
based on heterogeneous areas with several plots. Each plot is composed of mono-crop 
agriculture, but the crop of each plot might be different, creating a mosaic of different 
plots. Although this might present a challenging task, intercropping, as it is understood 
in this paper, consists of the spatial alternation of two or more crops in a single plot form-
ing rows.  

The examples of remote sensing use in real intercropping systems are discussed in 
this paragraph. In [25], S. Huang et al. include intercropping plots in their study to evalu-
ate the performance of their approach. They were identifying the crop type in five areas 
composed of a heterogeneous mosaic of mono-crop with some intercropping plots. Their 
methods classified the entire plot as intercropping (sunflower + zucchini), sunflower, zuc-
chini, or corn. The accuracies of semantic segmentation ranged from 92 to 99%. R. Chew 
et al. [14] obtained crop classification accuracies of 96% (banana and maize) as mono-crop 
compared to 49% for legumes mostly cultivated under intercropped conditions. Another 
example can be found in [26], where M. Hegarty-Craver et al. included mono-crop and 
intercropping plots. Their results indicate that the intercropped plots (maize + cassava or 
maize + beans) are wrongly classified as another crop type (such as cassava or beans). The 
archived accuracies range from 67 to 91 %. Although some of these proposals might have 
good performance, the identification of individual crop rows is not performed in the in-
tercropping plots. The sole example in which crop species growing in intercropping are 
identified is presented by M. A. Latif in [15]. In their study, 17 different crops were grown 
in a row intercropping plot. Images were gathered with a Phantom-4 DJI every 15 days 
over four months to generate a time-series analysis. The rows had a width of 1 m with 
spacing rows of 1 m between species. An accuracy of 99% in the identification of each crop 
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was attained. A summary of the accuracies of the abovementioned authors is presented 
in Table 8.  

It is possible to affirm that the proposed method attains accuracies in chickpea (95%) 
and lentil (86) identification aligned with the average classification of other proposals 
[15,24–26] for mono-crops in a heterogeneous mosaic with or without isolated intercrop-
ping. The accuracy for ervil classification, even though it is lower than the average classi-
fication accuracies, it is still within the range of the minimum classification accuracies of 
existing solutions. The obtained accuracies in intercropping areas [14] are higher than the 
obtained in this paper. Nonetheless, the methodology proposed in [14] is characterized by 
a higher complexity than the one proposed in this paper. The simplification of processes, 
especially avoiding time-series analysis, outweighs the decrease in the classification accu-
racy. 

Table 8. Summary of accuracies attained by other methods and the proposed method. 

Management  Crop/s Source Approach Accuracy Ref 
Global Min. Max. 

Mono-crop in heterogene-
ous mosaic 

Alfalta, Almond, Walnut, 
Vineyards, Corn, Rice, Saf-
flower, Sunflower, Tomato, 

Meadow, Oat, Rye, and 
Wheat 

ASTER satellite 
(3 sampling peri-

ods) 
OBIA 80 69 100 [21] 

Mono-crop in heterogene-
ous mosaic 

Winter cereal stubble, Vine-
yards, Olive orchards, and 
Spring-sown sunflowers 

QuickBird  OBIA - 16 100 [22] 

Mono-crop in heterogene-
ous mosaic 

Rice, Greenhouse, Corn, 
Tree, Unripe wheat, Ripe 

wheat, Grassland, and Soy-
bean 

UAV (RGB camera) 
+ DSM data 

SVM 72.94 * 
94.5 ** 

- - [23] 

Mono-crop in heterogene-
ous mosaic 

Grassland, Ginsen, Vinly 
house, Barren Paddy, Rad-
ish, and Chinese cabbage 

UAV (RGB camera) OBIA 85 68 100 [24] 

Heterogeneous mosaic 
with mono-crop and inter-

crop (legumes) 

Banana, Legumes, and 
Maize UAV (RGB camera) DNN 86 49 96 [14] 

Mono-crop in heterogene-
ous mosaic with isolated 

intercropping  

Maize, Beans, Cassava, Ba-
nanas, and Intercropped 

Maize 
UAV (RGB camera) 

Object contex-
tual represen-

tations net-
work 

 67 91 [26] 

Mono-crop in heterogene-
ous mosaic with isolated 

intercropping  

Zucchini, Sunflower, Corn, 
Zucchni+Sunflower 

UAV (RGB camera) Object recogni-
tion 

 92 99 [25] 

Intercropping 

Wheat, Barley, Oat, Clover, 
Alfalfa; Rapeseed, Mustard, 
Linseed, Kusumbra, Hallon, 

Methre, Lentil, Chickpea, 
Fennel, Soo ye, and Black 

cumin 

UAV multispectral 
camera (8 sampling 

periods) 

Time-series, 
principal com-
ponents, and 
decision tree 

99   [15] 

Intercropping Ervil, Chickpea, Lentil UAV (RGB camera) Vegetation in-
dices, 

80 60 95 - 

* Accuracy for RGB data. ** Accuracy for complex combined sources. 
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It should also be noted that only two of the reviewed papers include legumes. The 
first mentions lentils as lentils in intercropping [14], but does not identify the species’ can-
opy. On the other hand, [15] includes lentils and chickpea among their tested species. 
Nonetheless, no single study includes ervil as one of the evaluated species.  

4.2. Relevance of Proposed Method for Intercropping Systems and Go TecnoGAR Project 
Intercropping is a practice used mainly when farmers have limited access to agricul-

tural chemicals and equipment, and is prevalent in the developed world, instead of being 
used as a sustainable way of cultivation [27]. For example, in Africa, corn (Zea mays L.), 
sorghum (Sorghum bicolor (L.) Moench), or millet (Panicum and Pennisetum spp.) are grown 
together with pumpkin (Cucurbita spp.), cowpeas (Vigna unguiculata (L.) Walp), pigeon 
peas (Cajanus cajan (L.) Millsp.), or beans (Phaseolus spp.). Cocoa (Theobroma cacao L.) 
grows with yams (Dioscorea spp.) or cassava (Manihot esculenta Crantz). In the tropical 
Americas, maize (corn) grows with beans and squash (Cucurbita spp.). In both Africa and 
Latin America, beans or peas (Pisum sativum L.) climb tall cornstalks while pumpkins or 
squash cover the ground below. This leads to less risky agriculture since the others crops 
can remain healthy if one crop fails.  

On the other hand, agriculture in developed countries relies on mechanization and 
monocultures. This type of land management is subject to several problems that inter-
cropping can alleviate, such as: (1) reduction in insect pest populations; and (2) reduced 
herbivore colonization, giving intercropping huge potential as an economic and ecological 
alternative fully compatible with modern agriculture to improve it [28,29]. When carefully 
designed, intercropping systems present many advantages, such as increased forage 
yield, enhanced weed control, reduced soil erosion and, in the case of legumes, improved 
soil fertility due to their symbiosis with nitrogen-fixating bacteria [30]. 

Nevertheless, it is important to study the behaviour of the intercropped crops since 
there may exist competition between species. The best way to find an optimal intercrop 
combination is to experiment with a number of experimental treatments for a mono-crop 
and mixture in competition experiments. There are a lot of studies currently being con-
ducted to understand the mechanism of competition by examining which species or gen-
otypes show competitive benefit when grown in mixtures or by separate [31]. 

When growing large extensions of intercropped similar crops (legumes, cereals, etc.), 
it may be difficult to assess whether one is having trouble growing or developing. UAVs 
provide an excellent low-cost platform to gather RGB images on demand with enough 
resolution to classify the crops in a plot [9,32–34]. As depicted in Table 6, our method 
presents high accuracy in chickpea classification in a lentil–ervil–chickpea intercrop test 
plot. Thus, the proposed methodology leads to a fast, cheap, and reliable way of estimat-
ing the canopy of each species.  

In addition, the proposed methodology can be integrated with further analysis in 
which plant vigour is analyzed in detail for each species. It must be noted that different 
crops might have different phenologic states characterized by different NDVI values. 
Moreover, the crops can have different basal NDVI values [35–37]. These basal differences 
can cause misclassifications of the crop with regular vigour as a crop with low vigour 
leading to unneeded treatment.  

In this context, the GO TecnoGAR project (Innovation Operational Group for the 
combined use of sensors and remote sensing, a holistic solution for monitoring and im-
proving chickpea cultivation) aims to enhance the cultivation of chickpea in Spain (in the 
community of Madrid) and transform it through the implementation and adaptation of 
new technologies in agriculture. Chickpea is a legume with a high nutritional value that 
currently has a relatively low production in Spain. Consequently, by overcoming the tech-
nological gap, valuing improved varieties and including elements from different stages of 
cultivation and commercialization, GO TecnoGAR intends to improve the efficiency of 
the national chickpea in the agro-food industry. Overall, the proposed method will allow 
evaluating and comparing the individual canopy extensions for chickpeas. 
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4.3. Limitations of the Proposed Method 
The proposed methodology, with the established operators and thresholds, is tai-

lored for the studied scenario. This is the primary limitation, which precludes the option 
of using the method in intercropping systems composed of other species. Nonetheless, 
with the appropriate “beyond node processes”, establishing the threshold for other spe-
cies might be suitable. Therefore, the proposed methodology can be extrapolated to other 
intercropping systems after establishing the appropriate thresholds. It is important to note 
that the VI used is generated to maximize the difference between a chickpea and other 
legumes, and it might serve for intercropping of chickpea and other species. For intercrop-
ping systems composed of completely different species, VI might be evaluated and mod-
ified if necessary. Although this limitation, it must be noted that solutions based on vege-
tation indices are usually tailored for specific crops and cannot be used in other crops. 
Most of the mentioned works in the aforementioned subsections and those included in 
Table 8 are tailored solutions for certain crop combinations [14,15,21–26].  

Regarding the tested flying heights, although pictures are only gathered at 12 and 16 
m, using aggregated results shows that images gathered at higher flying heights should 
be feasible. In the case of large plots that cannot be covered in a single picture, overlapping 
must be considered according to the recommendations of the software for flight planning. 
For images gathered at higher flying heights, inferior cell sizes for the operator should be 
selected. To establish a maximum flying height, as long as the crop row is represented by 
a width of 8 pixels or more in the original picture, the proposed method can be applied. 
There is no information about the expected results when crop rows have inferior widths. 

5. Conclusions 
In this paper, a methodology for identifying crop species in intercropping systems 

based on rows is proposed. The method has been designed to be applied by the node that 
gathers the images, allowing automatic recognition of crop species. The objective of this 
method is to provide a fast and simple option that allows further individual analyses of 
each crop. 

The attained classification accuracy is in the range shown in similar papers that con-
sidered mono-crops in a heterogeneous mosaic, in some cases with small intercropped 
plots, equivalent to intercropping scenarios [14,21–26]. The sole proposal that considers 
and details the dimensions of intercropping in rows [15] has a higher accuracy based on 
time series analyses, a complex method. 

In future work, the thresholds for differentiation varieties of the same species, partic-
ularly chickpea species, will be determined. The inclusion of multispectral cameras will 
be considered for this step and derived products such as edge detection of the gathering 
of data at multiple scales. The inclusion of machine learning methods, such as machine 
learning and SVM [38–40], will be explored in the future. 
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