
����������
�������

Citation: Chankaya, M.; Hussain, I.;

Ahmad, A.; Malik, H.; Alotaibi, M.A.

Stability Analysis of Chaotic

Grey-Wolf Optimized Grid-Tied

PV-Hybrid Storage System during

Dynamic Conditions. Electronics 2022,

11, 567. https://doi.org/10.3390/

electronics11040567

Academic Editor:

Zbigniew Leonowicz

Received: 30 January 2022

Accepted: 11 February 2022

Published: 13 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Stability Analysis of Chaotic Grey-Wolf Optimized Grid-Tied
PV-Hybrid Storage System during Dynamic Conditions
Mukul Chankaya 1 , Ikhlaq Hussain 2, Aijaz Ahmad 1, Hasmat Malik 3,* and Majed A. Alotaibi 4,*

1 Department of Electrical Engineering, NIT Srinagar, Srinagar 190006, India;
mukulchankaya@gmail.com (M.C.); aijaz54@nitsri.net (A.A.)

2 Department of Electrical Engineering, University of Kashmir, Srinagar 190006, India;
ikhlaqiitd2015@gmail.com

3 BEARS, University Town, NUS Campus, Singapore 138602, Singapore
4 Department of Electrical Engineering, College of Engineering, King Saud University,

Riyadh 11421, Saudi Arabia
* Correspondence: hasmat.malik@gmail.com (H.M.); majedalotaibi@ksu.edu.sa (M.A.A.)

Abstract: This paper presents the stability improvement of the three-phase four-wire (3P-4W) grid-
tied PV-hybrid energy storage system (HESS) using chaotic grew wolf optimization (CGWO) for DC
bus voltage (Vdc) and AC bus voltage

(
Vpcc

)
control. The CGWO tuned fractional order proportional–

integral (FOPI) controllers reduce the Vdc and Vpcc variations during diverse, dynamic conditions, i.e.,
sudden irradiation variations, deep voltage sag/swell, etc. The DC bus is responsible for the current
injection/extraction control, maximum PV power extraction, bi-directional power flow, dc second-
harmonics component elimination, and active power balance. At the point of common coupling
(PCC), the AC bus is accountable for bi-directional power flow and active and reactive power control.
The two-level voltage source converter (VSC) is controlled by a novel variable step-size incremental
least mean square (VSS-ILMS) in zero voltage regulation (ZVR) mode. Due to its varying step size,
VSC control is less prone to noise signals offers better stability, improved convergence rate, dc offset
rejection, and tracking speed during dynamics, i.e., large oscillations. A battery and ultracapacitor
are coupled to the DC link by buck-boost converters in the HESS. To regulate power transit between
the DC bus and the grid, the HESS current control technique is designed to shift frequently from
charging to discharging stage and vice versa. The novelty of the PV-HESS system lies in CGWO
tuned VSS-ILMS control of VSC, which effectively and efficiently filter out the active fundamental
constituents of load current and eliminate dc offset from VSC output. The HESS control maintains
the DC bus voltage profile by absorbing and delivering energy (during dynamic conditions) rather
than curtailing it. The presented system is simulated in a MATLAB/SIMULINK environment. The
simulation results in graphical and numerical forms verify the stable and satisfactory operation of
the proposed system as per IEEE519 standard.

Keywords: PV power generation; DC bus stability; power electronics; power quality; adaptive
control; hybrid energy storage system; chaotic grey wolf optimization; optimization techniques

1. Introduction

Nowadays, photovoltaic (PV) power generation is widely acclaimed due to its scalable
nature and less initial investment than wind energy systems [1]. The grid-tied PV systems
offer generation diversification, peak shaving capability, improved reliability, reduced
ancillary reserves, improved voltage profile, and reduced transmission losses, etc. More-
over, grid-tied PV systems as distributed generators (DG) lessen the impact of cyber-attack
improve power utility security while delivering the critical load [2,3]. In India, the total
installed capacity of renewable energy sources (RES) is 103 GW by 2021 (excluding hy-
dropower), in which PV installation is 40%. The total RES installed capacity is expected
to grow up to 450 GW by 2030 with a 60% share of PV power (280 GW) [4]. Due to the
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cost-effectiveness, fewer space constraints, compact size, and ready availability make the
grid-tied PV systems suitable for both utility-scale and rooftop plants.

The penetration of RES is increasing day by day in the modern grid to match the
energy requirements, which raises many technical issues to be managed before delivering
PV power to the grid [5,6]. Considering the cost of PV arrays in PV power generation
systems, it is highly desirable to operate them at the highest efficiency. Maximum power
point tracking (MPPT) algorithms are utilized for the same. In [7,8] many conventional and
artificial intelligence (AI) based MPPT algorithms are given. The transformer-less PV-HESS
grid integration is more economical and efficient. However, dual-stage configuration with
DC–DC boost converter is best suited for enhanced DC bus stability rather than using
single-stage configuration [9,10]. Several technical challenges related to grid integration of
PV systems involves designing and control of voltage source converters (VSC), voltage and
current harmonics, active and reactive power control, voltage and frequency deviations,
stability, power balancing at DC and AC bus, weak grid conditions, PV power fluctuations,
bi-directional power flow, lower efficiency, reliability issues, etc. [11,12]. For the satisfactory
and healthy operation of grid integration of PV system and to deliver PV power to the grid,
technical complications, i.e., stability and power quality issues, must be dealt with.

The stability of the grid-tied PV system significantly relies on DC bus and AC bus
stability. The DC bus plays an essential role in managing bi-directional power flow, active
power balance, maximum PV power extraction, reducing PV power fluctuations, generating
active loss component of current, etc. [13,14]. At the point of common coupling (PCC),
the AC bus manages bi-directional active and reactive power flow, islanding detection,
low voltage ride through, reactive power compensation, etc. In the case of grid-following
converters, the PCC voltage is very much dependent on the grid, which reduces the burden
of the AC bus and leaves it with mainly reactive power control [15].

The PI controllers generally control the dc and ac buses due to their simple design
procedure, good performance, less computational complexity, and ease of tuning [16,17].
Much artificial intelligence (AI), i.e., fuzzy logic and neural network-based controls, have
also been utilized for proportional–integral (PI) controller gain tuning, which increases the
system’s complexity [18,19]. Many metaheuristic optimization techniques (MOTs) have
been implemented in an offline mode to deliver optimal gains of the PI controller [14,20–23].
The fractional-order PI controller offers enhanced performance than the PI controller due
to its non-integer integral gain. The gains of fractional-order PI (FOPI) can be obtained by
using MOTs, i.e., salp swarm optimization (SSO), chaotic grey wolf optimization (CGWO),
and many more [20,23]. The increased tuning parameter as non-integer integral gain
increases the system’s robustness to deliver optimal control, better system response, and
power quality [24–26]. The FOPI controlled DC bus and AC bus reduces the initial transients
and dynamic variations of the DC bus (Vdc) and AC bus voltage magnitude

(
Vpcc

)
to a

greater extent and performs significantly better than the PI controller. Table 1 presents the
optimization technique for parameter optimization in a grid-tied system

The HESS consists of static storage devices (i.e., battery, ultracapacitor (UC), fuel
cells), which have a shorter response time to any system dynamics than the compressed air
storage system (flywheel storage, etc.) [14,20]. Energy storage systems with faster response
times are suitable for handling sudden, sustained, and prolonged disturbances, i.e., fault,
load variations, and voltage sag/swell.
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Table 1. MOTs for parameter estimation.

Ref Optimization Technique Objective DG Used Operational
Mode

Operating
Conditions

[13] Jaya optimization Vdc regulation, filter
parameter estimation Solar PV Grid-Tied Load unbalancing

[14] GNDO Vdc regulation Solar PV-HESS Grid-Tied Weak grid weak
[15] Fuzzy logic Vdc, Vpcc regulation Solar PV Grid-Tied grid
[18] Fuzzy parameter optimization Vdc regulation Solar PV Grid-Tied PF correction
[20] SSO Vdc regulation Solar PV-HESS Grid-Tied Weak grid
[21] MRFO, GWO, WO, GHO, ASO Vdc, Vpcc, MPPT regulation Solar PV Grid-Tied Insolation change
[22] Taylor approximation Vdc regulation Solar PV Grid-Tied Unstable control

The power quality issues, i.e., voltage and current harmonics suppression, should be
seriously considered while designing the VSC controls. Various advance control algorithms
have been used to reduce the total harmonics distortion (THD) level well below 5% as per
IEEE 519 standard and perform multi-functional operations. Time-domain controls, i.e.,
synchronous reference frame (SRF), power balance theory (PBT), etc. [27,28], have been
widely used due to their ease of implementation, fairly adequate performance, and less
computational burden. The time-domain control does not perform well under transients,
delivers a low convergence rate during dynamic conditions, and achieves multi-functional
operations. The frequency-domain controls, i.e., wavelet and Stockwell transform algo-
rithms, offer better filtering capability but at the cost of higher computational burden and
slow convergence rate [29,30]. The adaptive controls, i.e., least mean square (LMS), least
mean fourth (LMF), etc., come up with ease of implementation and with slightly higher
complexity in comparison to time-domain controls [16,17]. The LMS algorithm uses a
fixed step size for adaptation to find the balance between the convergence equation and
maladjustment error results at low-convergence speed and more significant steady-state os-
cillations. The LMF algorithm acts as a higher-order adaptive filter for better MSE reduction
with a fixed step size. Due to the fixed adaptation size, efficiency reduces during abrupt
dynamic changes. The above-mentioned adaptive algorithm has inspired many derivatives
of these controls, i.e., variable step-size LMS (VSS-LMS), delayed LMS (DLMS), median
LMS (MLMS), hyperbolic cosine LMS (HCLMS), combined LMS-LMF, etc. VSS-LMS [31]
offers reduced steady-state error, but its performance reduces during significant dynamic
changes. DLMS [32] is similar to LMS, introducing a delay factor in the unit template
for better weight generation. MLMS [33], with an additional scaling factor other than
step-size, improves the noise cancellation. HC-LMS [34] offers a better convergence rate
during dynamic conditions than LMS. Combined LMS-LMF [35] shifts control from LMS
to LMF (higher-order filter) depending on the magnitude of the error. Variable step-size
incremental LMS (VSS-ILMS) [36] is a new addition to the derivatives of the LMS algorithm,
which offers better filtering capability against noise signals in the sparse environment due
to its incremental nature of adaptation step.

The main objective is to present a stable grid-tied PV-HESS with low voltage ride-
through capability during fragile grid conditions. The DC and AC bus voltages are stable
even during deep voltage sag/swell conditions. The power quality of the system remains
intact with CGWO tuned FOPI controllers. The novelty of the presented work lies in
VSS-ILMS based VSC control that performs multi-functional operations, including power
and load balancing, active and reactive power control, power quality enhancement, dc
offset removal, etc. The CGWO tuned FOPI controlled DC, and the AC bus also stabilizes
the system during deep voltage sag/swell conditions.

This paper is organized in the following manner: Section 2 presents the general
description of the system and topology implemented; Section 3: illustrates the implemented
research methodology; Section 4: gives the detailed explanation of implemented control
algorithms, including, Vdc and HESS control and VSS-ILMS based VSC control. Section 5:
Simulation results are presented and discussed in detail to show the efficacy of the proposed
work; Section 6: Conclusion of the presented work is given.
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2. System Description

Figure 1 shows the topology of the proposed system. The presented system is a
three-phase four-wire (3P-4W) grid-tied PV-HESS. The PV array of 32 kW is connected to
the DC bus via a DC-DC boost converter to stabilize PV voltage (VPV) during irradiation
variation. The MPPT is achieved by using the incremental conductance (InC) method. The
HESS involving battery and UC is also attached to the DC bus via a bidirectional DC-DC
buck-boost converter to control the charging and discharging operation.
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Figure 1. Proposed Topology.

The Vdc and Vpcc are controlled by multi-objective CGWO (MOCGWO) tuned FOPI
controller to minimize their variations during dynamic conditions. The FOPI managed
DC bus generates precise iLoss, which acts as a reference signal for battery current control,
suppresses the second-harmonics component at DC bus, and improves the power quality
of the system. The two-level VSC is attached to the PCC via interfacing inductors to reduce
the voltage and current ripples. The grid at 415 V, 50 Hz is also linked to the PCC. The VSC
control is provided by the VSS-ILMS algorithm, which generates the direct and quadrature
fundamental component of load current to generate the required reference currents and
eliminates the dc offset at PCC. The proposed system is termed smart due to its capability in
operating in three modes, i.e., (1). The total power is delivered to the grid during PV to grid
mode, (2). During PV-DSTATCOM mode, the load is satisfied with both the PV and grid (3).
during DSTATCOM mode, the load is satisfied by the grid only due to the unavailability of
PV power. The proposed system with low voltage ride-through capability is also analyzed
under load unbalancing and deep voltage sag/swell conditions. The two-level VSC is
attached to the PCC via interfacing inductors and R–C filters to reduce the current and
voltage ripples produced due to VSC switching. The grid at 415 V, 50 Hz is also attached to
the PCC.

The primary characteristics of the presented work are as follows.
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a. Smart grid-tied PV operation: The grid-tied PV system performs satisfactorily in
three modes: (1) PV to grid mode, (2) PV-DSTATCOM mode, (3) PV-DSTATCOM to
DSTATCOM, and vice versa mode.

b. Dynamic state operations: The presented system is observed under weak grid condi-
tions like load unbalancing and deep voltage sag/sell condition, i.e., 20%, 40%, and
60%, respectively.

c. Multi-functional operation: The proposed system performs multiple operations, i.e.,
load balancing, harmonics elimination, active and reactive power control, etc.

d. DC and AC bus stability performance: The DC and AC bus control is provided by
CGWO tuned FOPI controller to stabilize the system during dynamic conditions.

e. HESS: The HESS ensures continuous supply to critical load and enhances the system’s
power quality by suppressing the second-harmonics content at the DC bus.

3. Implemented Research Methodology

Figure 2 shows the implemented research methodology of the MOCGWO technique.
Various signals, i.e., source voltage (vSabc), source current (iSabc), Vpcc, Vdc, PV voltage,
current, power (VPV , IPV , PPV). The Vdc and reference Vdc, i.e.,

(
V∗dc
)

are compared to
generate the first objective function (Obj-1), which is an integral square error (ISE-1) as
per (1), to be minimized by MOCGWO for delivering optimal gains of FOPI controller,
i.e., kp, ki, λ for Vdc control. The direct loss component of current (idLoss) is generated from
the Vdc control contributes to generating the fundamental elements of load current by VSC
control. The Vpcc is also compared with the reference Vpcc, i.e.,

(
V∗pcc

)
to generate a second

objective function (Obj-2) with ISE-2 as its error indices as per (2). The Obj-2 minimization
also delivers, kp, ki, λ for the Vpcc control. The quadrature loss component of current

(
iqLoss

)
is further included in the quadrature fundamental component of load current by VSC control.
With optimized AC and DC buses, VSC control generates more accurate weight signals and
reference currents, which further improves the performance of the proposed system.

Electronics 2022, 11, 567 6 of 23 
 

 

 
Figure 2. Research methodology. 

 

Figure 3. GNDO flow chart. 

Sense VPV,IPV,Vdc,Vpcc, vSabc, and iSabc 
VPV & IPV 

Boost converter control by InC
based MPPT 

Feed-forward
term  

ISE1

 Vdc regulation by optimized  
FOPI controller 

Vdc 
     

 PPV 

Direct axis fundamental load
current component generation 

idLoss
WPV

Comparison of           & iSabc delivered
to the Hysteresis current controller

VSC Switching sequence generation 

Chaotic G
rey W

olf O
ptim

ization 

Verr 

 Vpcc

Quadrature axis fundamental load
current component generation 

 

Vpcc
ISE2

 Vpcc regulation by optimized  
FOPI controller 

iqLoss

Specify upper bound        ,lower bound      

Initialize MOCGWO parameters ('a','A' and 'C')
and initial position by piecewise chaotic map  

Calculate the fitness function as per equation 4

Evaluate first three best fit wolves, i.e.,           

Update chaotic sequence of the piecewise chaotic
map along with wolves positions

Evaluate fitness again and replace the worst wolf
with the best grey wolf

Termination criteria  
satisfied

Output the best solution

Stop

Ex
pl

or
at

io
n 

ph
as

e
Ex

pl
oi

ta
tio

n 
ph

as
e

Initialize random population for MOCGWO
and provide termination criteria  

Increment iterations as i=i+1 
 

Provide design variables X with
constraints and design objectives 

M
odelling Phase

M
ulti-O

bjective Chaotic G
rey W

olf
O

ptim
ization

NO 

YES 

D
ecision Phase

Figure 2. Research methodology.



Electronics 2022, 11, 567 6 of 23

Obj-1 =
∫ t

0
(V∗dc − Vdc)

2 =
∫ t

0
(Verr)

2 (1)

Obj-2 =
∫ t

0

(
V∗pcc − Vpcc

)2
=
∫ t

0
(Vterr)

2 (2)

Multi-Objective Chaotic Grey Wolf Optimization Technique

Figure 3 shows the flowchart of the MOCGWO algorithm, which is inspired by the
social hunting behavior of grey wolves. Chaos theory is introduced into the GWO algorithm
for accelerating its global convergence speed. Despite having a reasonable convergence rate,
GWO has low solving accuracy and poor local searchability. To overcome the shortcomings
of GWO, the CGWO algorithm is developed by introducing a piecewise chaotic map in
the GWO algorithm to produce a diverse initial population with uniform distribution as
per (3). The reader may refer to more information and paradigm [37–41]. The local minima
stagnation is avoided by chaos, randomness, and ergodicity.

Pk+1 =


Pk 0 ≤ pk ≤ a

pk−a
0.5−a a ≤ pk ≤ 0.5

1−a−pk
0.5−a 0.5 ≤ pk ≤ 1− a
1−pk

a 1− a ≤ pk ≤ 1

 (3)
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The exact hierarchy of wolves in a wolf pack is considered as GWO, which is α, β, γ,
and ζ. The roles and responsibilities of wolves in the group reduce with the descending
order. The α wolf is a pack leader, responsible for giving instructions and decision making.
β wolf is second in command and the best candidate to replace α. γ wolves take order
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from α, β and dominate ζ, which is fourth and the last level. ζ wolves maintain safety and
integrity in the wolf pack.

This first step of MOCGWO is to generate a diverse population with uniform distri-
bution initialization of wolf pack. The chaotic map described in (3) is mapped with the
iterative algorithm to initialize the first chaotic numbers. Various parameters involved
in the CGWO algorithm for conducting exploration-exploitation mechanism viz. ‘a’, ‘A’
and ‘C’ are generated, the same as in GWO (4)–(6). The distances from α, β, and γ wolves,
i.e., Dα, Dβ, and Dγ to each of the remaining wolves (

→
p ) as a fitness function, using which

the effect of α, β and γ wolves on the prey viz.
→
p1,

→
p2, and

→
p3 can be calculated further.

The fitness of an initialized population of the wolf in search space is calculated and sorted
using the introduced chaotic map and are sorted according to their fitness. The fittest
wolf position will be updated in the next iteration (7) and may get the wolf’s position as
the optimal solution in case termination criteria are fulfilled. In each iteration, associated
parameter values are also updated (6). With termination, criteria satisfied the leader wolf’s
fitness or position will be considered the most optimal solution or PI controller gains for
Vdc and Vpcc regulation by the MOCGWO algorithm.

→
Dα =

∣∣∣∣→C1 ×
→
pα −

→
p
∣∣∣∣, →Dβ =

∣∣∣∣→C2 ×
→
pβ −

→
p
∣∣∣∣, →Dγ =

∣∣∣∣→C3 ×
→
pγ −

→
p
∣∣∣∣ (4)

→
p1 =

→
pα −

→
A1 ×

→
Dα,

→
p2 =

→
pβ −

→
A2 ×

→
Dβ,

→
p3 =

→
pγ −

→
A3 ×

→
Dγ (5)

→
A = 2

→
a ×→r1 −

→
a ,
→
C = 2×→r2 (6)

→
p (t + 1) =

(→
p1 +

→
p2 +

→
p3

)
/3 (7)

4. Controlling Strategies

The proposed system is controlled by mainly three controls, which are (1) Incremen-
tal conductance (InC) based MPPT control. (2) DC bus and HESS current control and
(3) VSS-ILMS based VSC control.

4.1. DC Bus Voltage and HESS Current Control

Figure 4 shows Vdc control along with HESS current control. The DC bus is controlled
by a FOPI controller, which receives its optimized gains from the MOCGWO technique
to minimize the Vdc variation during dynamic conditions. The idLoss acts as a reference
signal for battery and UC current control or charging/discharging control. The optimized
idLoss will be smoother and free from sharp edges, which reduces the stress on the HESS,
increasing the storage system’s longevity.
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4.2. Voltage Source Converter Control

Figure 5 shows the VSS-ILMS based VSC control. The proposed control with incremen-
tal variable step-size reduces steady-state error and faster convergence speed. With every
iteration, the step-size increases, which can filter a wide variety of noises without increasing
the computational burden. The network approximation with the proposed control is easy,
performing better with the sparse network. This gradient-based VSC control reduces the
mean square error (MSE) out of the load current component. The optimized DC and AC
bus components help VSC control generate the accurate weight components and reference
current signals, which further improves the VSC performance.
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For the direct weight components generation (WPx, where x = a, b, c), error signals
(enx, where x = a, b, c) for each phase are produced as per (8) as a function of the iLabc and
the in-phase component

(
µpx
)
. The µpx, x = a, b, c, are calculated as per (9), Vpcc is voltage

magnitude and vsx, where x = a, b, c, are the phase to ground source voltages [15].

enx = iLx(n)− µpx ×Wpx(n), where x = a, b, c (8)

µpx =
vsx

Vpcc
=

vsx√
2
3
(
v2

sa + v2
sb + v2

sc
) , where x = a, b, c (9)
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The WPx, where x = a, b, c are calculated for each phase as a function of the error signal
and incremental step-size (µk(i + 1)) as per (10) and (11).

Wpx(n + 1) = Wpx(n) + µk(i + 1)× µpx × enpx; where x = a, b, c (10)

µk(i + 1) = α× µk(i) + γ× e2
npa(i) (11)

The overall direct weight signal (Wsp) is calculated as a function of average weight
components (Wpavg) and feed-forward term (WPV) as per (12)–(15).

WPV =
2
3

 PPV√
2
3
(
v2

sa + v2
sb + v2

sc
)
 =

2
3

PPV
Vpcc

(12)

Wpavg =
1
3

(
Wpa + Wpb + Wpc

)
(13)

Wsp = Wpavg −WPV (14)

i∗spx = Wsp × µpx where x = a, b, c (15)

For the quadrature weight component generation (Wqx, where x = a, b, c), error signals
(enqx, where x = a, b, c) are calculated as per (16). The quadrature-phase components
(µqx, where, x = a, b, c) is calculated as a function of in-phase components as per (17).

enx = iLx(n)− µpx ×Wpx(n), where x = a, b, c (16)

µqa =
µpa + µpc√

3
; µqb =

√
3 ∗ µpa

2
+

µpb−µpc

2
√

3
; µqc = −

√
3 ∗ µpa

2
+

µpb−µpc

2
√

3
(17)

The Wqx, where x = a, b, c are calculated for each phase as a function of the error signal
and incremental step-size (µk(i + 1)) as per (18) and (19).

Wqx(n + 1) = Wqx(n) + µk(i + 1)× µqx × enqx; where x = a, b, c (18)

µk(i + 1) = α× µk(i) + γ× e2
nqa(i) (19)

The overall direct weight signal (Wsq) is calculated as a function of average weight
components (Wqavg) and iqLoss as per (20)–(22).

Wqavg =
1
3

(
Wqa + Wqb + Wqc

)
(20)

Wsq = Wqavg − iqLoss (21)

i∗sqx = Wsq × µqx where x = a, b, c (22)

The overall reference current (i∗sx, where x = a, b, c) is generated by doing the sum of
i∗sdx and i∗sqx as per (23).

i∗sx = i∗sdx + i∗sqx where x = a, b, c (23)

The i∗sx, where x = a, b, c are delivered to the hysteresis current controller (HCC) for
VSC switching signal generation.

5. Results and Discussion

The presented system is observed and analyzed under various dynamic conditions,
including three modes of smart PV operation, shallow to deep voltage sag/swell, and load
unbalancing. The following results and discussion validate the performance of the system.
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5.1. Steady-State Analysis

Figure 6a–c presents the steady-state analysis of phase ‘a’ of source voltage (vSa),
source current (iSa) and load current (iLa). During steady-state, the solar irradiation level
was kept fixed at 1000 W/m2. The THD level of grid voltage and current were maintained
well within the 5% limit as per IEEE 519 standards. In the proposed system, AC and
DC bus control was provided by PI and FOPI controllers. The PI and FOPI controllers
were supplied with GA and CGWO optimized for better performance. Table 2 shows the
grid THD levels with diverse controllers implemented. The CGWO tuned FOPI controller
delivered the lowest THD level during steady-state.
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Figure 6. (a–c). THD analysis of vSa, iSa, and iLa.

Table 2. THD comparison of vSa, iSa, iLa with the PI and FOPI controllers tuned by GA and CGWO
during steady-state.

Quantity FOPI-CGWO FOPI-GA PI-CGWO PI-GA Without Optimization

vSa 1.13% 1.42% 1.33% 1.6% 1.62%
iSa 2.94% 2.96% 3.12% 3.38% 3.56%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

The VSC control of the above-described system was also compared with the other
adaptive controls to prove the better filtering capability of the implemented VSS-ILMS con-
trol. Table 3 shows the THD performance of the grid with LMS, LMF, and VSS-ILMS control.
For this analysis, AC and DC buses were regulated by CGWO tuned FOPI controller.

Table 3. THD comparison of vSa, iSa, iLa with VSS-ILMS, LMF, and LMS-based VSC controls.

Quantity VSS_ILMS LMF LMS

vSa 1.13% 1.6% 1.62%
iSa 2.94% 4.38% 4.71%
iLa 39.61% 39.61% 39.61%

5.2. Smart Grid-Tied PV System Performance Analysis

The presented system is termed a smart grid-tied PV system as it can operate in three
different modes and effortlessly shifts from one mode to another.

During mode-1, the grid-tied PV system does not deliver any power to the local load;
in contrast, the grid itself absorbs the full PV power.

During mode-2, the grid and PV system both satisfy the load requirements; if the load
demand is less than PV power generation, the remaining power will be delivered to the grid.
If the irradiation level reduces, the HESS and grid provide the remaining required power.
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During mode-3, in sunshine conditions, the grid-tied PV system operates as a PV-
DSTATCOM, whereas during bad weather conditions or nighttime, the proposed system
shifts to DSTATCOM mode. In DSTATCOM mode, load requirements are fulfilled by the
grid only. When PV power becomes available, the system shifts to PV-DSTATCOM mode
effortlessly without any transients.

The presented system was analyzed under each mode of PV operation. Figure 7
shows the three smart PV operational mode analysis by associated AC quantities, i.e.,
vSabc, iSabc, phase ‘a’ compensator and load current (iCa and iLa), neutral current of source,
compensator, and load (iSn, iCn, iLn) and Vpcc.
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Figure 7. Smart PV mode analysis of vSabc, iSabc, iCa, iLa, iSn, iCn, iLn, and Vpcc.

Mode-1 operation was executed from 0.2 s to 0.3 s, where no load was connected to
the system, and whole power was delivered to the grid. The vSabc and iSabc maintained the
out of phase relation, as power was provided to the grid. The iSabc magnitude increased as
more power was available without the local load. The iLa and iLn also remained zero in the
absence of the load. The compensator neutral current remained in phase opposition of iLn
to maintain the iSn = 0, in this case iLn is already zero, hence iCn is also remained zero as
well iSn. The Vpcc was maintained at the desired level.

Mode-2 operation was executed from 0.4 s to 0.5 s, where the irradiation level was
reduced from 1000 W/m2 to 600 W/m2 to confirm the combined operation of the grid
and PV system. With reduced irradiation level, the power delivered to the grid reduces,
hence, iSabc also. Though vSabc and iSabc remained in phase opposition as PV power at the
reduced insolation level was sufficient for load requirements. The iCn and iLn were in phase
opposition, canceling out each other at three times the fundamental frequency. The iSn was
maintained near zero, hence confirming the neutral current compensation.

Mode-3 is executed from 0.6 s to 0.7 s, during which the irradiation level is reduced
to zero. In the absence of PV power system shifts from PV-DSTATCOM to DSTATCOM
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operation. At 0.6 s, the phase reversal of iSabc was observed, earlier vSabc and iSabc were in phase
opposition, but after 0.6 s, both came in phase with each other, confirming the power supply
from the grid to load. After 0.7 s, the irradiation level was again increased to 1000 W/m2,
due to which the system shifted from DSTATCOM to PV-DSTATCOM operation. The Vpcc
magnitude was maintained at the desired level with the help of AC bus voltage control.

Figure 8 shows the behavior of DC quantities during smart PV operations. The PV
voltage, current, and power (VPV , IPV and PPV), battery and UC voltages and currents
(VBat, IBat, VUC, IUC) and DC bus voltage VDC are shown as DC quantities of the system.
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Figure 8. Smart PV mode analysis of VPV , IPV , PPV , VUC, IUC, VBat, IBat, and Vdc.

During Mode-1: The irradiation level is maintained at 1000 W/m2, where whole power
was delivered to the grid. The battery and UC start charging during mode-1, IBat and IUC
became slightly negative and, VBat and VUC started increasing. The Vdc was maintained at
the desired of 700 V during PV to grid operation.

During mode-2: the irradiation level was reduced from 1000 W/m2 to 600 W/m2.
The VPV was kept at the fixed voltage level of 600 V, whereas IPV and PPV changed with
the reduced irradiation level. During this mode, both PV and the grid manage the load
demand. The Vdc was maintained at the desired level.

During mode-3, the solar irradiation level reduced from 1000 W/m2 to 0 W/m2

resulting in the proposed system shifting from PV-DSTATCOM to DSTATCOM operation.
The VPV , IPV , and PPV became zero to simulate the absence of sunshine. The grid itself and
HESS charges managed the load slowly from the grid power. After 0.7 s system shifts from
DSTATCOM to PV-DSTATCOM operation without any significant transient on load and grid
side of the system. The Vdc was maintained at the desired level of 700 V, as shown in Figure 8.

Figure 9 shows the active and reactive power flow of the grid side (PGrid, QGrid),
load side (PLoad, QLoad) and compensator side (PVSC, QVSC) during three modes of smart
PV operations. The reactive power delivered by the grid (QGrid) remained almost zero
throughout the smart PV operation as VSC gives the necessary reactive power to load,
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keeping the reactive power exchange with grid minimum. The grid active power exchange
(PGrid) changed with the mode of operation. During PV to grid mode, PGrid became
negative as the grid absorbed the active power. The load demand of active and reactive
power became zero as the load was disconnected during this mode. The compensator was
converting DC power to AC power and delivering to the grid, so the PVSC, QVSC was the
same as PGrid, QGrid during mode-1.
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Figure 9. Smart PV mode analysis of PGrid, QGrid, PLoad, QLoad, PVSC, and QVSC.

During mode two operation, the PLoad, QLoad remained fixed. The PVSC changes with
the change in irradiation level and the same power were provided to the grid as PGrid.

During mode three operation, the PV power became zero in the DSTATCOM operation;
the load demand remained fixed during this mode also. The PVSC became negative to
support the changing of HESS and PGrid was delivered to the load.

Figure 10 shows the power factor (PF) variations during smart PV operation. The
VSC control operated in zero voltage regulation mode, where it aimed to manage voltage
at PCC and compensate reactive power. The load PF remained around 0.8 p.u. during
smart PV operation and load unbalancing, which changed slightly with the connection
and disconnection of load during PV to grid mode. Both VSC and grid PFs have the same
behavior. During PV-DSTATCOM mode, the grid PF reached –1 due to the reversal of flow
of power, and the earlier grid was absorbing, and then the grid was supplying.
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Figure 10. Power factor variations analysis during smart PV mode.

5.3. Load Unbalanced Analysis

Figure 11 shows the load unbalancing analysis created by disconnecting the phase
‘a’ of the load from the system. During load unbalancing, iLa became zero, iSa magnitude
increased slightly as only two phases of load, around 66%, needed to be managed, and
the remaining was delivered to the grid. The iLn and iCn cancelled each other at twice the
fundamental frequency, hence maintaining the iSn = 0. The Vpcc was kept at 339 V.
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Figure 11. Load unbalancing analysis of vSabc, iSabc, iCa, iLa, iSn, iCn, iLn, and Vpcc.

On the DC side, VPV , IPV and PPV showed no change and kept following their refer-
ences as irradiation level was kept fixed at 1000 W/m2. The IBAT and IUC charging rate
increased slightly. The DC bus stability was preserved, and VDC was maintained at 700 V
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while following the V∗dc. As shown in Figure 12. The PF and grid, load, and VSC power are
demonstrated in Figures 9 and 10.
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Figure 12. Load unbalancing analysis of VPV , IPV , PPV , VUC, IUC, VBat, IBat, and Vdc.

5.4. Abnormal Grid Voltage Analysis

The grid voltage sag and swell are created by varying the three-phase voltage magni-
tude. The system was analyzed from shallow sag/swell of 20% to deep sag/swell of 60%.
Figure 13 shows the performance of AC quantities during abnormal grid voltages.

The grid voltage sag/swell of 20% was created from 1.0 to 1.2 s, the iSabc remained
sinusoidal, and its magnitude increased with voltage sag and reduced with the swell. The
magnitude of iCa, iLa, iCn, iLn also changed with the variation in grid voltage. The Vpcc
waveform also confirms the occurred sag/swell.

During 40% of voltage sag/swell, the variations in currents magnitude are higher, but
the iSabc maintained its sinusoidal nature. The iSn was maintained at zero, confirming the
neutral current compensation.

During 60% grid voltage sag swell, the magnitude of various currents signals rose
while maintaining the system’s stability. During deep voltage sag/swell, PV remained
connected to the system with low ride-through capability. The VSC control retained the
sinusoidal nature of source current during these weak grid conditions, vouching for the
efficient control algorithm.

Figure 14 shows the performance of DC quantities during abnormal grid voltages.
The VPV , IPV , PPV remained almost the same during voltage sag/swell conditions, other
than swell variations in deep voltage sag/swell conditions. During the transition from sag
to swell mode, battery and UC currents show significant variations but quickly adjusted to
new conditions. The battery system was supported with the current control mechanism,
whereas UC does not require high current protection, so the variation in IUC was higher
than IBat. The DC bus is crucial for the system’s stability; during deep voltage sag/swell
the Vdc variations were not very significant. The FOPI-based Vdc control along with VSC
control stabilized the DC bus quickly and did not allow a huge deviation from the reference
point during extremely weak grid conditions.
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Figure 13. Abnormal grid voltage analysis of vSabc, iSabc, iCa, iLa, iSn, iCn, iLn, and Vpcc.
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Figure 14. Abnormal grid voltage analysis of VPV , IPV , PPV , VUC, IUC, VBat, IBat, and Vdc.
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Figure 15 shows the grid, load, and VSC active and reactive power performance
during abnormal grid voltage conditions (extreme weak grid conditions). With grid voltage
abnormalities, load active and reactive power requirements increased sharply. During deep
voltage, sag/swells reactive power demand increases rapidly, collectively managed by the
grid and VSC to maintain the healthy operation.

Electronics 2022, 11, 567 17 of 23 
 

 

 
Figure 14. Abnormal grid voltage analysis of 𝑉 , 𝐼 , 𝑃 , 𝑉 , 𝐼 , 𝑉 , 𝐼 , and 𝑉 . 

 
Figure 15. Abnormal grid voltage analysis of 𝑃 , 𝑄 , 𝑃 , 𝑄 , 𝑃 , and 𝑄 . 

500
600
700

V
PV

(V
)

50

60

I PV
(A

)

25

35

P PV
(k

W
)

360
400
450

V
U

C
(V

)

-150
0

150

I U
C

(A
)

398
399
400

V
B

at
(V

)

Time(s)

-50
0

50
I B

at
(A

)

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7
650
700
750

V
dc

(V
)

20% Voltage Sag/Swell 40% Voltage Sag/Swell 60% Voltage Sag/Swell

-10

0

10

20

P G
ri

d / 
Q

G
ri

d(k
W

)

PGrid
QGrid

0

5

10

15

P L
oa

d / 
Q

L
oa

d(k
W

)

PLoad
QGrid

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
Time(s)

-20

-10

0

10

P V
SC

 / 
Q

V
SC

(k
W

)

PVSC
QVSC

20% Voltage Sag/Swell 40% Voltage
Sag/Swell

60% Voltage Sag/Swell

Figure 15. Abnormal grid voltage analysis of PGrid, QGrid, PLoad, QLoad, PVSC, and QVSC.

Figure 16 shows the PF variations of load, grid, and VSC side. The load weak grid PF
remained the same throughout the operation. With voltage sag and swell conditions, the
PF adjusted itself to new values depending on the phase variation with source currents.
The VSC PF complements the grid PF, but during deep voltage, sag/swell conditions PF
decreased to a shallow level confirming the growing demand for reactive power during
extreme weak grid conditions.
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5.5. DC and AC Bus Stability Analysis

The DC bus stability is crucial for the stability of the grid-tied PV system. As DC
bus controls the flow of power from PV and HESS. The grid voltage itself assists the
AC bus voltage control in the grid following converters. The optimized DC and AC bus
generate an accurate direct and quadrature loss component of currents (idLoss & iqLoss).
These loss components help the VSC control generate accurate weights and reference
current signals. The VSC control with optimized AC and DC busses performs better in
harmonics elimination and overall losses reduction.

Figure 17 shows the Vdc variations during diverse, dynamic conditions considered.
The CGWO tuned FOPI controller performed effectively in reducing the Vdc variations.
With the implemented DC bus control, the presented system maintains its stability during
extreme weak grid conditions, i.e., PV-DSTATCOM to STATCOM and vice-versa, in deep
voltage sag swell conditions.

Figure 18 shows the variations of idLoss during induced dynamic conditions. In ideal
conditions idLoss should be zero, with the help of CGWO tuned FOPI controller, presented
system minimizes its variations. Even during the sag/swell conditions with FOPI control
the idLoss is maintained near-zero without significant sharp edges.

The AC bus voltage control in a grid-following converter is partially controlled by
the grid voltage also. The AC bus voltage magnitude control with CGWO and GA tuned
PI, and FOPI controller is observed. All of the AC bus controls maintain the Vpcc at the
desired level, and CGWO based FOPI control maintains the Vpcc at the desired level as
well maintains the iqLoss component near zero. Table 4 presents the analytical performance
analysis of Vdc with CGWO and GA optimized FOPI and PI controllers.
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Figure 17. Vdc variations with GA, CGWO optimized PI and FOPI controller.
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Table 4. DC bus performance analysis.

Parameters CGWO-FOPI GA-FOPI CGWO-PI GA-PI Without
Optimization

Steady-state error 0.57% 1.26% 1% 1.14% 1.71%
Convergence speed 5 ms 7 ms 7.8 ms 11 ms 16 ms

Dynamic state transients (PV to grid mode) 1.12% 1.87% 2.12% 2.18% 2.42%
Dynamic state transients (Irradiation change) 0.10% 0.17% 0.14% 1.12% 1.12%

Dynamic state transients
(PV-DSTATCOM-STATCOM) 0.13% 1.14% 1.29% 1.71% 2%

Dynamic state transients (Unbalanced load) 0.29% 0.43% 0.57% 0.85% 0.13%
Dynamic state transients (Voltage sag/swell 20%) 1.71% 2% 2.57% 3.14% 3.57%
Dynamic state transients (Voltage sag/swell 40%) 4.98% 5.42% 8.29% 8.56% 10.20%
Dynamic state transients (Voltage sag/swell 60%) 6.68% 6.56% 7.62% 9.52% 11.45%

5.6. THD Performance Analysis during Dynamic Conditions

Table 5 describes the THD analysis of vSa, iSa, and iLa during diverse conditions. The
table also presents the THD comparison of CGWO-FOPI control with other implemented
controls for AC and DC bus voltage control.

Table 5. THD performance analysis during dynamic conditions.

Quantity FOPI-CGWO FOPI-GA PI-CGWO PI-GA Without
Optimization

Mode 1: PV to Grid mode

vSa 1.35% 1.44% 1.49% 1.66% 1.66%
iSa 1.94% 2.20% 2.12% 2.38% 2.53%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Mode 2: PV and Grid mode during Irradiation Change from 1000 W/m2 to 600 W/m2

vSa 0.97% 1.22% 1.35% 1.62% 1.65%
iSa 6.23% 6.51% 6.70% 6.99% 7.22%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Mode 3: PV-DSTATCOM to DSTATCOM and vice versa mode

vSa 0.97% 1.22% 1.35% 1.62% 1.62%
iSa 6.23% 6.22% 6.25% 6.37% 7.29%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Load Unbalancing

vSa 1.2% 1.49% 1.35% 1.62% 1.62%
iSa 4.01% 5.32% 4.80% 4.91% 5.10%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Voltage Sag of 0.8 p.u.

vSa 1.61% 1.62% 1.61% 1.62% 1.62%
iSa 0.83% 0.92% 1.12% 1.72% 2.12%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Voltage Swell 1.2 p.u.

vSa 1.61% 1.61% 1.61% 1.62% 1.62%
iSa 1.28% 2.16% 2.76% 3.15% 4.29%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Voltage Sag of 0.6 p.u.

vSa 1.61% 1.62% 1.61% 1.62% 1.62%
iSa 0.56% 0.77% 1.78% 3.36% 4.17%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%
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Table 5. Cont.

Quantity FOPI-CGWO FOPI-GA PI-CGWO PI-GA Without
Optimization

Voltage Swell 1.4 p.u.

vSa 1.61% 1.61% 1.61% 1.62% 1.62%
iSa 0.84% 1.46% 1.96% 2.39% 3.69%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Voltage Sag of 0.4 p.u.

vSa 1.61% 1.62% 1.61% 1.62% 1.62%
iSa 1.74% 2.77% 2.65% 5.86% 4.95%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

Voltage Swell 1.6 p.u.

vSa 1.61% 1.61% 1.61% 1.62% 1.62%
iSa 0.82% 1.5% 1.95% 1.95% 3.63%
iLa 39.62% 39.62% 39.62% 39.62% 39.62%

6. Conclusions

This paper describes a FOPI VSS-ILMS based VSC control of a three-phase four-wire
grid-tied PV-HESS system. The DC and AC buses are regulated by the chaotic grey wolf
optimized FOPI controller to reduce Vdc and Vpcc voltage variation during induced dynamic
conditions. The DC bus controls the active power flow from PV and HESS to the grid and
load, along with the flow of power, which makes the DC bus control crucial for maintaining
the overall system’s stability during steady and dynamic states. The optimized DC bus
eliminates the second-harmonics component on the DC coupling capacitor, resulting in
enhanced power quality. On the other hand, in the case of grid-following inverters, the AC
bus voltage is partially controlled by the grid itself. Implementing different controls for the
AC bus regulation will have a minute impact on overall system performance. The AC bus
control helps to achieve desired reactive power flow while operating under zero voltage
regulation mode. Both optimized AC and DC buses produce direct and quadrature loss
components of currents, which further enhance the VSC control performance by generating
accurate weight signals and reference current signals. The VSC control suppresses the dc
offset at PCC, which improves the system’s performance. The VSS-ILMS algorithm controls
the VSC, which increases the step size in each iteration to accommodate a wide variety
of noise signals to be passed through the filtering window. The network approximation
with proposed gradient-based adaptive control is easy, performing better with the sparse
network. The proposed control provides VSC with the capability to perform a multi-
functional operation while ensuring the system’s stability. The proposed system performs
active and reactive power control, neutral current compensation, load balancing, harmonics
elimination, etc., during the diverse, dynamic, and extremely weak grid conditions. Due
to the offset rejection capability of the VSC and optimized DC and AC buses, the system
remains stable up to 60% voltage sag/swell conditions. The THD of the attached distribution
grid voltage is merely 1.13% and the current is 2.94% during steady-state. Even during
dynamic conditions, the THD level is well maintained with 5%, even during dynamic
conditions, i.e., PV to grid mode, load unbalancing and deep voltage sag/swell conditions.
The CGWO tuned DC bus minimize the deviation of Vdc from its reference. The steady-state
deviation of Vdc is hardly 0.57% (∼=3 V), however, during 60% voltage sag/swell condition,
it varies maximum up to 6.68% (∼=45 V), which surely reduces the stress on DC coupling
capacitor and VSC switches. The overall performance of the proposed system is found
satisfactory as per the IEEE519 standard.
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