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1. Introduction


Big data analytics is one high focus of data science and there is no doubt that big data is now quickly growing in all science and engineering fields. Big data analytics is the process of examining and analyzing massive and varied data that can help organizations make more-informed business decisions, especially for uncover hidden patterns, unknown correlations, market trends, customer preferences, and other useful information. Big data has become essential as numerous organizations deal with massive amounts of specific information, which can contain useful information about problems such as national intelligence, cybersecurity, biology, fraud detection, marketing, astronomy, and medical informatics. Several promising machine learning techniques can be used for big data analytics including representation learning, deep learning, distributed and parallel learning, transfer learning, active learning, and kernel-based learning. In addition, big data analytics demands new and sophisticated algorithms based on machine learning techniques to treat data in real-time with high accuracy and productivity.



The papers published in this Special Issue (Machine Learning Technologies for Big Data Analytics) have covered various vital topics enriching the state of the art in artificial intelligence, machine learning, and big data analytics. Additionally, these search papers build upon the fundamental techniques and approaches accomplished earlier. The creativity in the established papers resides in the methods, reviews, and experimental techniques that present an outstanding value for beneficial applications. That presents one of the explanations for why this Special Issue has been named “Machine Learning Technologies for Big Data Analytics”. Nevertheless, there is another explanation: practical applications need researchers, scientists, and engineers to find solutions for the big data problems consistent with current technologies and react to the demands from the near future. That is why the searchers must utilize and develop artificial intelligence and machine learning methods for a specific need. The reader will see this Special Issue as valuable for that goal.




2. The Present Issue


This Special Issue contains a variety of proposed methods covering a wide range of issues related to machine learning in big data applications. The contents of these published papers are shortly presented as follows.



In this paper [1], a deep learning-based denoising approach Cross-Modality Guided Denoising Network (CMGDNet) for reducing Rician noise in T1-weighted (T1-w) magnetic resonance images (MRI) is suggested, motivated by deep learning performance in numerous medical imaging applications.



Handwritten scripts differ from person to person, which is easy for people to grasp but difficult for machines to recognize, especially when a single character has different forms. A suitable dataset for Pashto digits is required to overcome the difficulty of training a machine with Pashto digits. As a result, one of the primary reasons for this search [2] is the creation of a suitable dataset for Pashto digits.



Four data-driven predictive models based on deep neural networks (DNNs) with an attention mechanism are proposed in [3]. Data are prepared using a sliding time window approach to facilitate DNN feature extraction. The raw data gathered after normalization is input into the proposed network, necessitating no prior knowledge of prognostics or signal processing and greatly simplifying the use of the proposed technology.



In this paper [4], Twitter sentiment is examined to assess popular attitudes before, during, and after elections, and these opinions are compared to actual election results. Opinions are compared between the 2016 election, which Donald J. Trump won, and the 2020 election. The authors constructed a dataset using the Twitter API, pre-processed it, retrieved the relevant features using TF-IDF, and then used the Naive Bayes Classifier to gather public views.



This paper creates a machine learning classifier based on these Twitter accounts’ profiles and bio information [5]. A feature selection strategy is employed to lower the number of features and increase the classifier’s performance efficiently and effectively.



This paper proposed a host-based intrusion detection system (HIDS) based on lightweight approaches and leveraging fog computing devices that use a modified vector space representation (MVSR) N-gram and a multilayer perceptron (MLP) model for safeguarding the Internet of Things (IoT) [6].



Toxicity has become associated with online hate speech, trolling, and, at times, outrage culture. Using the bidirectional encoder representations from transformers, this paper developed an effective model for detecting and classifying toxicity in social media from user-generated material (BERT) [7].



A vast dataset is proposed in [8], which consists of 10,742 carefully identified comments in Albanian. Furthermore, attempts are made in this research to design and create a sentiment analyzer based on deep learning. Consequently, the authors provided the experimental results derived from our proposed sentiment analyzer, trained and validated on our gathered and curated dataset using several classifier models with static and contextualized word embeddings, namely fastest and BERT.



This paper coupled a linear weighted regression with the energy-aware greedy scheduling (LWR-EGS) technique to manage large amounts of data [9]. The LWR-EGS approach first chooses tasks for an assignment. It then chooses the most excellent available computer to find the best answer. The problem was initially modeled as an integer linear weighted regression program to choose tasks for the assignment to achieve this goal. The best available machines were then chosen to discover the optimum solution.



This study provides a complete overview of meta-heuristic optimization techniques for text clustering applications, highlighting their major approaches [10]. Because of their adequate capacity to address machine learning challenges, particularly text clustering difficulties, these Artificial Intelligence (AI) algorithms are considered promising swarm intelligence technologies. This work examines the whole body of research on meta-heuristic-based text clustering applications, including several versions such as primary, modified, hybridized, and multi-objective techniques.



This study aimed to examine various intervention and preventative strategies for this condition in teenagers [11]. The requirements for admission were satisfied by 14 programs in total. The study of the programs enables the formulation of successful intervention strategies for prevention and the treatment of present issues resulting from teenage users’ use of the Internet and technical gadgets.



This study summarizes the essential communication techniques (ground, aerial, and underwater vehicles) [12]. It sheds light on trajectory planning, optimization, and numerous challenges. This level of in-depth study is uncommon in the literature. Hence, an attempt has been made to fill the gap for readers interested in path planning.



This review study provides a thorough summary of the approaches presented in the existing research for evaluating ML explanations [13]. This paper established explain ability qualities based on a survey of explain ability definitions. The established explain ability features are utilized as targets for assessment measures. According to the survey, quantitative metrics for model-based and example-based explanations are primarily used to assess the parsimony/simplicity of interpretability. In contrast, quantitative metrics for attribution-based explanations are primarily used to assess the soundness of fidelity of explain ability.



This research aims to fill that gap by developing a model for understanding and estimating the prevalence of cyberstalking victims [14]. This paper’s model is based on habitual behaviors and lifestyle exposure theories, and it comprises eight assumptions. This paper’s data were gathered from 757 Jordanian university students. This review study employs a quantitative method and structural equation modeling for data analysis. The findings demonstrated a small prevalence range that is more reliant on cyberstalking.




3. Future


Some important future directions are given here according to the conclusions of the published papers, which can help future researchers easily find starting points in their research in the domain of machine learning for big data analytics problems. It would be intriguing to expand the research to other organs such as the liver, lungs, and other multi-modal medical imaging modalities in the future. A new deep CNN model can be utilized for different handwriting styles. Future work can address the limitations such as identifying new features, developing classifiers with other machine learning techniques. Moreover, other works might be performed in the future to improve the classification toxic comments model’s suitability for dealing with specific social media data, studying more colloquial textual data on social sites such as Twitter and Instagram and proposing deep learning models that can be enhanced with semantically rich representations to successfully extract people’s ideas and attitudes. As a result, this study should be regarded as a beginning point for future research that integrates programs that have been implemented and verified with students at different academic levels.
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