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Abstract: Data inefficiency is one of the major challenges for deploying deep reinforcement learning
algorithms widely in industry control fields, especially in regard to long-horizon sparse reward tasks.
Even in a simulation-based environment, it is often prohibitive to take weeks to train an algorithm. In
this study, a data-efficient training method is proposed in which a DQN is used as a base algorithm,
and an elaborate curriculum is designed for the agent in the simulation scenario to accelerate the
training process. In the early stage of the training process, the distribution of the initial state is set
close to the goal so the agent can obtain an informative reward easily. As the training continues, the
initial state distribution is set farther from the goal for the agent to explore more state space. Thus,
the agent can obtain a reasonable policy through fewer interactions with the environment. To bridge
the sim-to-real gap, the parameters for the output layer of the neural network for the value function
are fine-tuned. An experiment on UAV maneuver control is conducted in the proposed training
framework to verify the method. We demonstrate that data efficiency is different for the same data in
different training stages.

Keywords: deep reinforcement learning; data efficiency; curriculum learning; transfer learning

1. Introduction

Reinforcement learning (RL) has been attracting much attention in the artificial intelli-
gence community, as it is able to produce many successes when learning proper policies for
sequential decision-making problems. As they are inspired by the trial-and-error learning
process of humans, RL algorithms usually undergo many failures before they can obtain
the optimal policies for their tasks. This learning paradigm means that the RL prospective
is optimal for tasks carried out in simulation environments, and much progress has been
reported in such cases as when playing Atari games [1], in defeating the best human player
at the game of Go [2,3], in beating humans in the imperfect information game poker [4,5],
and in creating master recordings of the games Quake III Arena 2 [6] and StarCraft [7]. In
addition to the above successes in simulation environments, there have also been a few
successful applications in real industrial fields that were reported recently [8–17].

Despite the conspicuous successes of RL in both simulations and real domains, a few
challenges still inhibit the wider adoption of reinforcement learning into the industrial
control fields. One of these challenges is the trial-and-error learning paradigm of RL.
Typical RL algorithms interact with the environment and seek the proper policies for their
tasks from initial random policies. The initial random policies cannot accomplish these
tasks, and they often lead the agents to fail. For the simulation environments, failure means
restarting the game and causes little damage. However, failure often leads to great losses
and even disasters in the industrial control community. For example, in the automatic
driving domain, the initial random policy may cause a vehicle collision. Thus, the RL
algorithm cannot be deployed in unmanned vehicles until it is sufficiently trained in the
simulation environment for the automatic driving domain. Similar situations will also
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occur with UAVs, robot control, and many other industrial control fields. In order to
address this challenge, sim-to-real transfer is introduced into the RL algorithms, which is
meant to train a policy in the simulation of the real domain, and then uses transfer learning
to adapt the policy from the simulation environment to the real one, thus closing the gap
between those two scenarios [18,19]. For tasks as complex as those found in the modern
industrial control field, it is challenging to move transfer learning from a simulation to the
real domain.

Another challenge obstructing the application of RL in the real control field is data
efficiency. A deep neural network (DNN) is applied both to represent the continuous,
high-dimensional state space of the control task and to approximate the value function
or the policy. The combination of the DNN and RL is deep reinforcement learning (DRL).
Data efficiency is a notorious problem in DRL. On one hand, training a complex DNN
requires a lot of data. On the other hand, during the DRL training process, the policy
updating process keeps changing the stationary distribution of the state in the environment.
Large amounts of data are necessary to evaluate the policy in each stationary distribution,
which means even more data are needed to train the DRL. In many real industrial fields,
the time required for training DRL networks to obtain satisfying results is unacceptable.
Let us take one of the most popular benchmarks for a DRL algorithm, the Atari Learning
Environment [20,21], as an example. DRL needs millions of frames of images to play the
games acceptably well [22,23], which corresponds to days of playing experience using the
standard frame rate. However, human players can reach the same level in just minutes [24].

The data for training DRL are different from those for training a DNN in supervised
learning (SL). The training data for SL are usually considered as independent and identically
distributed. However, the data for DRL come from interaction experiences between the
agent and the environment. They have quite a strong relativity. To circumvent this problem,
experience replay is widely used in various DRL algorithms [25,26].

Reward is the very important hint for the DRL algorithm to seek the optimal policy
and distinguish the good policies from the bad ones. However, in most environments,
the agent can only obtain a valid reward at the end of an episode if the policy leads the
agent to reach the terminal state [27,28]. At this time step, if the agent achieves the goal,
the task is accomplished, and the policy will be reinforced. Otherwise, the algorithm will
be regarded as having lost, and it will begin another episode to collect more data. As for
the real industrial control tasks, the state spaces are continuous and highly dimensional.
The goal is a point in the state space. The agent, led by the initial random policy, has little
chance to reach the goal. Thus, the DRL algorithm has no informative data to update the
policy. This is the sparse reward problem in the DRL community. Many works have been
constructed to address this problem. They can be classified as follows: reward shaping,
curriculum learning, hierarchical reinforcement learning, and hindsight experience replay.
Reward shaping [29–31] is to design an extra reward for each state-action pair in the episode
using domain knowledge or experts’ experience to lead the agent to an optimal policy.
Reward shaping needs in-depth insight into the environment and tasks to construct proper
extra reward functions. Curriculum learning [32–35] is a methodology to optimize the
process, during which experience is accumulated and used to train the agent in order
to accelerate the training process and increase performance. Hierarchical reinforcement
learning (HRL) [36–38] has recently been shown to have an advantage in data efficiency
with regard to difficult long-horizon sparse reward tasks. The core idea in HRL is to divide
a long-horizon difficult task into a hierarchy of tractable subtasks. The high-level policy
produces a subgoal for the policy at a low level which can be achieved, and thus, the
task can be solved efficiently. Another technique related closely to the HRL is hindsight
experience replay (HER) [39,40], which treats states in historical episodes as goal states to
address the sparse reward problem.

In this work, we applied the sim-to-real training paradigm to the DRL. We assumed
the control problem can be treated as an episodic task [28]. The control problem ends in
a special state, called the terminal state, in each episode. If the terminal state is the goal
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of the control task, then the agent wins the control task. Otherwise, the agent loses the
control task. Many real control problems can be viewed using this paradigm. We also
assume that the control problem can be approximated in a simulation environment. As
shown before, most industrial control problems are trained in a simulation environment
before they can be deployed in real fields. In the simulation-based training scenarios, we
designed the curriculum for the agent by setting different distributions of the initial state
s0 in different training stages. The proposed approach can only be used in a simulation
environment, and it can achieve better results in our experiments than other state-of-the-art
curriculum learning methods. To bridge the gap between the simulation and real scenarios,
we fine-tuned the output layer of the value function network to obtain the proper policy
through a few interactions with the real environment. Specifically, the main contributions
of this study are as follows:

1. Curriculum design for the agent in a simulation environment.

We took advantage of the simulation environment and set the initial state s0 close to
the goal in the beginning stage of the learning process. Therefore, the agent has a great
chance to reach the goal and receive an informative reward to seek the proper policy. As the
training process goes on, the distance between s0 and the goal state is set to lengthen so that
the agent can explore a larger state space. Thus, we designed the curriculum heuristically
from easy to difficult for the agent.

2. Data efficiency analysis for the DRL.

The data fed to the DRL agent are different from those used in the SL. The sequen-
tial data that the agent collects during the learning process are not only correlated with
each other, but also with the behavior policy. We analyzed data efficiencies in different
training stages.

3. Transferring the learned policy from the simulation scenario to a real environment.

To bridge the gap between the simulation-based environment and the real environ-
ment, we set up a training method to adapt the learned policy from the simulation scenario
to the real one. During the simulation-based training process, random noise is added
to the state transition function to model the uncertainty in the simulation environment.
Additionally, when trained in the real environment, the parameters of the last layer of the
neural network for the policy or value function are fine-turned to close the sim-to-real gap,
and the other parameters are frozen.

The remainder of this paper is structured as follows. Related works are discussed in
Section 2. Section 3 presents the methods in detail. The UAV maneuver control experiment
is described in Section 4. Additionally, the results are presented in Section 5. Finally,
Section 6 presents the conclusions of this paper.

2. Related Work
2.1. Hindsight Experience Replay

To deal with the sparse reward problem in DRL, the technique of hindsight experience
replay has been proposed [39]. The pivotal idea behind HER is that, besides the goal for
the agent to achieve, the algorithm can replay each episode with an extra goal. Specifically,
whatever the agent achieves in the final state of the episode is treated as a separate goal.
The data collected in this episode cannot be directly used for the agent to achieve the goal
of the task, but they still give a hint about the policy needed to achieve the final state of
the episode. These experiences are also valuable for the agent when seeking out the policy
for the original task. Therefore, HER creates a multi-goal RL and follows the principles of
universal value function approximators [41], where the policy and value function trained
with HER takes not only the state, but also a goal as input. Although HER achieves a
state-of-the-art performance in many RL benchmark environments, as we discussed above,
HER maps a larger space (enlarged by the goal subspace) to the policy and value function.
Thus, more data are needed to approximate the function.
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2.2. Multi-Level Hierarchical Reinforcement Learning

Another proven and effective method to address the prohibitive data inefficiency
problem of the DRL is multi-level HRL. This approach uses the divide-and-conquer idea to
divide a problem into several short-horizon subproblems. The high-level policy provides a
subgoal for the policy of the low-level to achieve, and the low-level policy interacts with the
environment directly to seek a reasonable policy to fulfill the task given by the high-level
policy [37]. One recent work found that the primary advantage of HRL is that the low-level
policies improved their exploration capabilities [36]. Despite all their advantages, however,
HRL only uses a heuristic method to design the reward function for the high-level actions,
and it is usually very hard to train multiple levels of policies simultaneously.

To design the reward function for the high-level actions, [42] combined the ideas of
HER and HRL, proposing nested policies and hindsight action transitions. The hierarchical
Q-learning algorithm proposed by the authors can train the multilevel policy immediately.

In contrast, our work transforms a long-horizon sparse reward task into a short-
horizon one by directly setting the initial state as distributed close to the goal in the
simulation scenario. We attribute the inaccuracy of the simulation environment to the noise
in the state transition functions. The results of our experiments of UAV control show that
our method is more data-efficient than HER and HRL methods.

3. Methods

In this section, we present our framework for training the data-efficient DRL algo-
rithm. In the episodic task, the agent starts from some initial state s0 to interact with the
environment. At each time step t, the agent receives some state of the environment st and
selects the corresponding action at according to the policy π(at|st) . This process continues
until the agent receives the terminal state sT . If the terminal state sT is the goal of the task,
then the agent succeeds in the task and receives a positive reward. Otherwise, the agent
fails in the task and receives the zero reward alongside the other time steps. This is the
typical scenario of sparse reward RL. Even in a simulation environment, this problem is
prohibitively data-inefficient. Thus, we propose a data-efficient training framework to
solve this problem.

3.1. Curriculum in Simulation Scenario

As we have discussed above, DRL can rarely be deployed directly in the industrial
control community. It is usually trained in a simulation environment before it can be
deployed in real life. In our simulation environment, we designed the curriculum by
setting the initial state s0 to be distributed close to the goal to increase the probability of the
agent winning the task and receiving the informative reward. The informative reward can
guide the learning process to create a better policy. With a better policy, the agent interacts
with the environment more effectively and can collect trajectories, leading to more chances
to reach the goal. Therefore, in this curriculum learning process, we can obtain the training
process in a positive circle. As the training process goes on, the initial state s0 is set farther
from the goal so that the agent can explore more state space. Specifically, the algorithm
counts the trajectories which lead to the goal in the end, and then sets the hyperparameter
Γ as the threshold value. During the early stage of the training process, the agent has a poor
policy. We set this hyperparameter to ensure that the agent can win the task and collect
positive trajectories for training. When the count of the successful trajectories reaches Γ,
the initial state s0 is set to a new distribution farther from the goal. Then, a new round of
collecting data, counting the successful trajectories, and training the policy occurs. Until
the distribution of s0 reaches the original distribution for the task, the agent can collect data
to train the proper policy for the task.
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3.2. Experience Replay Buffers

Experience replay can reduce correlations between and among the data fed for the
online training of the DRL algorithm to accelerate the training process. This is the standard
composition of the DRL algorithm [1,26].

As unbalanced data impose more difficulties in SL, there are rare data from successful
trajectories present in the experience replay buffer during the beginning stage of the
learning process in DRL. To cope with this situation, we set two experience replay buffers.
The data from the trajectories that achieve the task in the end are saved in one buffer,
denoted as Bw, and those from the failure trajectories are saved in the other, denoted as Bl .
It can be shown that, in the beginning stage of the training process, the algorithm needs
more successful data to teach the agent which action in some state will lead to the goal.
The probability that the algorithm samples training data from the Bw is set relatively high
(we set it as 0.8 in this study) at this training stage. As the training process goes on, the
algorithm needs data from the loss trajectories to teach the agent which action will lead to
failure. We will show that this is also important for the agent to obtain a proper policy. The
probability that the algorithm samples data from Bw decay with the factor τ < 1 during the
training process until it is equal to 0.5:

p(Bw)← max{p(Bw)× τ, 0.5} (1)

The pseudocode for the DQN in our data-efficient training framework is shown in
Algorithm 1, as following.

Algorithm 1. Data-efficient DQN

Initialize: Experience replay buffer for win trajectories Bw
Experience replay buffer for lose trajectories Bl
A temp buffer Bt
The count of win trajectories C = 0
The network foraction-value function Q with random weights θ and the target
action-value function Q̂ with random weights θ− = θ

For episode = 1, M do
If C < Γ:

Sample initial state s0
Else:

Set the distribution of initial state s0 farther from the goal, and sample s0
For t = 1, T do

Select a random action at by probability ε

Otherwise, select at = argmaxaQ(st, at; θ)
Interact with the environment using at and record reward rt and the next state st+1
Add transition (st, at, rt, st+1) into the temp buffer Bt
If the episode terminates and wins the task:

C ← C + 1
Copy the temp buffer Bt to Bw

Elseif the episode terminates and lose the task:
Copy the temp buffer Bt to Bl

Sample random minibatch of transitions (sj, aj, rj, sj+1) from Bw with probability p(Bw)
otherwise, sample the transitions from Bl

Set yj =

{
rj i f j + 1 is the end of the episode

rj + γmaxa′ Q̂(st+1, a′; θ−) otherwise

Perform a gradient descent step on (yj −Q(sj, aj; θ))2 with respect to the
network parameters θ

Set Q̂ = Q every d steps
End For
Decay the probability of sample from win buffer p(Bw) according to Function (1)

End For
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In order to verify the proposed learning method, we conducted a toy experiment
within the benchmark environment of “Mountain car” [28]. We compared our proposed
training method with the original DQN. The learning curve is shown in Figure 1. We
set the initial position of the car as 0.3 in the first 20 episodes, and then as 0 for the next
20 episodes, −0.6 for the next 20 episodes, −0.9 for the next 20 episodes, and −1.2 for the
last 20 episodes. Thus, the initial state of the car is set farther away from the goal as the
training process goes on.
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3.3. Transfer from Simulation to Reality

The data-efficient training method we discussed above can only be applied in simula-
tion environments. To deploy the trained policy into realistic scenarios, transfer learning
techniques must be used to bridge the sim-to-real gap [19]. In this study, we added random
noise into the state the agent observed in the simulation-based training process. This
approach is equivalent to meta-learning trained over a distribution of tasks [43]. When
the learned results are deployed in the real environments, the input and hidden layers of
the networks of the value function are frozen. The data collected during the interaction
with the real environment are used to train the output layer of the networks. These are
the fine-tuning techniques widely used in transfer learning in the SL community. Since
only parameters of one layer of the network are tuned, only a few episodes are needed to
achieve the proper policy.

4. Experiment of UAV Maneuver Control

In this section, we set up an experiment which is used to control a UAV’s maneuvering
in an air combat scenario. Because of the complexity of the air combat scenario, the con-
ventional DRL algorithm requires a prohibitively vast amount of data to train a reasonable
policy. We will show that the data-efficient DRL training method discussed above can be
used to generate flight control commands to achieve the task in the air combat fields.

4.1. Problem Formulation

The aerial view of the air combat field is shown in Figure 2. The UAV starts from
the origin of the field, denoted as S. The task for the UAV is to closely reconnoiter the
enemy position, denoted as G, in the upper right of the field. The coordinates of S and
G are (0 km, 0 km, 0 km) and (20 km, 20 km, 0 km), respectively. There is an enemy airport
between the origin S and the goal G, and aircraft will take off to intercept the UAV at any
space in the field. To make a sequence decision regarding the maneuvering of the UAV
to evade the enemy aircraft and make its way to the goal G, a reasonable policy must be
learned. The task will be regarded as achieved if the UAV can approach the goal G within a
distance of 100 m. If the enemy aircraft can approach the UAV within a distance of 100 m,
then the UAV is wrecked and loses the mission.
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4.2. Dynamic Model for UAV

In order to control the maneuvering of the UAV, the motion model must be established.
We use a three-degrees-of-freedom particle model to describe the UAV. The ground coordi-
nate system is shown in Figure 3. The ox axis points to the east, the oy axis points to the
north, and the oz follows the right-hand rule of the coordinate axis. The motion model of
the UAV in the coordinate system is shown as follows:

.
x = v cos γ sin ψ
.
y = v cos γ cos ψ

.
z = v sin γ

(2)

where x, y, and z represent the position of the UAV in the coordinate system, v represents
speed, and

.
x,

.
y, and

.
z are the component values of the speed v on the three coordinate axes.

The track angle γ denotes the angle between the velocity vector and the oxy plane. The
projection of v on the oxy plane is denoted as v′. The heading angle ψ is the angle between
the v′ and oy axis. In the same coordinate system, the dynamic model for the UAV can be
shown as: 

.
v = g(nx − sin γ)
.
γ = g

v (nz cos µ− cos γ)
.
ψ = gnz sin µ

v cos γ

(3)

where g is the acceleration of gravity, nx is the overload in the velocity direction, nz is the
overload in the pitch direction, and µ is the roll angle around the velocity v. [nx, nz, µ] ∈ R3

represent the feasible basic control parameters in the UAV maneuver control model.

4.3. State Space

The state space of this scenario has two components. One component is the states
of the enemy aircraft. Because we do not control the enemy aircraft, it can be seen as a
mass point. The state of each enemy aircraft has six dimensions to denote its position
and velocity, which are denoted as [x, y, z,

.
x,

.
y,

.
z]. In the experiment, the enemy aircraft fly

toward the UAV with a velocity of 150 m/s. The other component of the state space is the
states for the UAV. Besides the position and velocity, the states of the UAV also include the
track angle γ and heading angle ψ, denoted as [x, y, z,

.
x,

.
y,

.
z, γ, ψ]. In order to facilitate the

training of the neural network, each component of the states is normalized to [0, 1] before
being fed into the input layer.
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4.4. Action Space

As we have discussed above, the action space for the UAV is [nx, nz, µ] ∈ R3. This is a
continuous action space. In order to reduce the complexity of the problem, we employ the
idea from [17] and discretize the UAV action space into 15 actions. To move in different
directions, the UAV can take five types of actions: forward, right-turn, left-turn, upward,
and downward. Additionally, it can take three velocity types of action for each direction:
deceleration, maintain, and accelerate. This is shown in Table 1.

Table 1. Maneuver library.

Maneuver
Control Values

nx nz µ

forward maintain 0 1 0
forward accelerate 2 1 0
forward decelerate −1 1 0
left turn maintain 0 8 −arccos(1/8)
left turn accelerate 2 8 −arccos(1/8)
left turn decelerate −1 8 −arccos(1/8)
right turn maintain 0 8 arccos(1/8)
right turn accelerate 2 8 arccos(1/8)
right turn decelerate −1 8 arccos(1/8)
upward maintain 0 8 0
upward accelerate 2 8 0
upward decelerate −1 8 0
downward maintain −1 8 π
downward accelerate 2 8 π
downward decelerate −1 8 π

At each time step in the training process, the agent selects an action a ∈ A using the
ε− greedy method. This means that the action with the highest value function is selected
with a probability of 1− ε, and the action is selected randomly with a probability of ε to
trade-off for exploration and exploitation. During the test process, the agent selects an
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action with the highest value function. The agent control vector can be determined by
referencing Table 1 with Equations (4) and (5) as shown below.

A = {a1, a2, · · · , am}, m = 15 (4)

ai = [nx, ny, µ], i = 1, 2, · · · , 15 (5)

4.5. Reward Function

Finally, if the agent can reach the target, then the reward of 1 is granted to the agent. If
the agent crashes with enemy aircraft, then it gets a reward of −10. Otherwise, the agent
gets 0, which can be shown as follows:

rt =


1, i f ‖st − G‖2 ≤ 100
−10, i f ‖st − ct‖2 ≤ 100
0, otherwise

where st denotes the position of the UAV at timestep t, which includes the seventh to the
ninth dimensions of the state vector, and ct denotes the position of the enemy aircraft,
which includes the first three dimensions of the state vector.

4.6. The Distributions of the Initial State

In this study, we designed the curriculum learning for the agent by setting the distribu-
tion of the initial state s0 to be close to the goal in the early training stage. With this method,
the agent has a greater chance of reaching the goal and receiving the informative reward. As
the training process continues, the initial state is set farther away from the goal. Designing
the curriculum in this way is direct and intuitive. Heuristically, we divided the oxy plane
of the air combat field into four parts, denoted as 1, 2, 3, and 4, respectively, as shown in
Figure 4. Firstly, the initial state is set to be uniformly distributed in the No. 1 area in the
combat field. Then, it is set in the No. 2 area, and so on, until it goes to the same origin as
the task originally set. The threshold value Γ, which counts the successful trajectories for
each area, is set as 50. This means if the agent collects 50 trajectories that fulfill the task, the
initial state moves to the next area.
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4.7. Network Architecture for the Value Function

The DQN algorithm is applied to train the agent. A fully connected neural network
with three hidden layers is used to present the value function. The input layer has 14 units
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for the dimension of the state space, and the output layer has 15 units for that of the action
space. The units for the hidden layers are 128, 512, and 64. The output layer is a linear
transformation, and the activation functions for the other layers are ReLU. We summarize
all the hyperparameters used in the study in Table 2.

Table 2. Hyperparameters of the experiment.

Hyperparameter Value

Threshold for win trajectories Γ 50

Parameter for ε− decay 0.005

Parameter for p(Bw) decay τ 0.95

Discounting rate γ 0.98

Units for the NN (14, 128, 512, 64, 15)

Learning rate α 0.002

Update the target net every d steps 100

Buffer size for the two experiment replays 5000

Minibatch size 64

Max velocity for the UAV 200 m/s

Min velocity for the UAV 80 m/s

5. Results

We compare our training framework with three state-of-the-art methods from the DRL
community. They are HER [39], HIRO [38], and MaxEnt_IRL [32]. We discussed HER in
Section 2. HIRO is hierarchical reinforcement learning with hindsight experiment replay,
which uses a multi-layer policy to divide the task into multiple short-horizon ones. For the
curriculum learning, [32] designed the curriculum without human interference. Figure 5
shows the learning curves for these four methods. The results are averaged for 30 rounds.
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Figure 5. Training curves of the four methods.

It can be seen from the learning curves that the proposed method in this study can
obtain a good result in 196 episodes. After interacting with the environment for about
70 episodes in the first curriculum, the agent does a good job in this easy scenario. Then,
when the agent interacts with a new curriculum, the learning curve shows that the perfor-
mance degrades significantly. However, the agent can catch up within a few episodes. The
other methods cannot converge within 2000 episodes.

As mentioned above, the efficiency of the training data is different in different training
stages. In the early stage, the agent needs data from successful trajectories to know how
to complete the task. Data from success trajectories are valuable in this training stage. As
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the training processes occur, the agent needs to know which actions are wrong for the task.
Therefore, data from failure trajectories should be fed to the algorithm to encourage the
agent to explore the state space widely. In contrast to the data-efficient training method
discussed above, we conducted another experiment in which more failure trajectories are
fed to the algorithm in the first training stage. Then, we increased the successful trajectories
during the training process. The learning curve of this method and that of our proposed
method can be shown in Figure 6, showing that this additional method learns more slowly
than our proposed method does.
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Figure 6. Data efficiency in different training stages.

The experiment was run on a computer with an Intel® Core™ i7-8700k CPU with
16 GB of RAM, and an NVIDIA GeForce RTX 2060 graphics card was also installed for
Pytorch acceleration. We present the time cost and total return in Table 3.

Table 3. Time cost and total return.

Method Time Cost Total Return

Proposed data-efficient framework 28 m 0.95

HER 43 m −7.3

HIRO 47 m −5.4

MaxEntIRL 21 m −3.2

6. Conclusions and Future Work

In this paper, we proposed a data-efficient training method for DRL. We designed a
curriculum for the agent in the simulation environment. Because we set the distribution
of the initial state heuristically, the agent is not only more likely to receive an informative
reward, but also explore state spaces it rarely explored in previous trajectories as led by
the learned policy. Specifically, as the training process occurs, we set the initial state to be
uniformly distributed in the designed space. The state space was not explored thoroughly
by the agent when it was led by the policies trained with conventional methods. This
may be another reason why the proposed method can find the proper policy quickly and
precisely.

Data inefficiency is a well-known obstacle for DRL when it is applied widely in
industry. We found that data efficiency is different between different training processes,
even for the same data. Data from successful trajectories are more efficient in the early
training stage.

Establishing a data-efficient training method has significant value for applying DRL to
industrial control fields. Collecting the training data for DRL is costly and time consuming
in reality. Even in simulation environments, training DRL algorithms with a conventional
roadmap requires vast amounts of data. Additionally, taking weeks to train the algorithms
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is often prohibitive. The data-efficient learning methods presented in this study make the
DRL algorithms applicable for use in complex industrial control fields.

We used DQN as the base training algorithm in our training methods. Theoretically,
many other RL algorithms can be deployed in the present training framework. Designing
experiments for the other RL algorithms as base training algorithms within the proposed
data-efficient training methods is our first potential future research direction. The tech-
niques used to design the curriculum for the DRL algorithm are heuristic. Although they
work well in many real fields, laying the theoretical foundation for the curriculum design
is our second potential research direction.
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