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Abstract: This paper presents the modified HEVC Screen Content Coding (SCC) that was adapted to
be more efficient as an internal video coding of the MPEG Immersive Video (MIV) codec. The basic,
unmodified SCC is already known to be useful in such an application. However, in this paper, we
propose three additional improvements to SCC to increase the efficiency of immersive video coding.
First, we analyze using the quarter-pel accuracy in the intra block copy technique to provide a more
effective search of the best candidate block to be copied in the encoding process. The second proposal
is the use of tiles to allow inter-view prediction inside MIV atlases. The last proposed improvement
is the addition of the MIV bitstream parser in the HEVC encoder that enables selecting the most
efficient coding configuration depending on the type of currently encoded data. The experimental
results show that the proposal increases the compression efficiency for natural content sequences
by almost 7% and simultaneously decreases the computational time of encoding by more than 15%,
making the proposal very valuable for further research on immersive video coding.

Keywords: immersive video coding; screen content coding; MPEG immersive video (MIV)

1. Introduction

Virtual navigation is an essential functionality of virtual reality systems that lets a user
watch a scene from any arbitrary location. The transmission of such immersive content
requires an efficient representation, as independent compression of multiple acquired
views (and their depth maps) yields not practical ranges of bitrates and pixel rates. In
the reasonable range of 5 to 30 Mbps, the simulcast encoding cannot properly handle the
multiview content, especially for more sophisticated camera arrangements and types, e.g.,
omnidirectional content captured by fish-eye or 360-degree cameras [1]. In such cases, large
parts of the scene are not transmitted because of the pixel rate constraints (i.e., the total
number of samples that can be decoded by a typical consumer device [2]), significantly
decreasing the immersion of the immersive video system user.

MPEG immersive video is the first incoming video codec that tries to deal with the
compression of content for virtual reality applications [2]. The MIV encoding is based on
removing inter-view and temporal redundancies from input videos and efficient packing
of remaining information (in the form of small patches) into atlases fed into the video
compressor (Figure 2). Since atlases are kept in 2D shape, atlases can be encoded using any
video encoder.

The MIV is a new type of video codec that internally utilizes another standard video
compression technique (e.g., HEVC [3], Figure 1). This codec-agnosticism future-proofs
the overall compression efficiency, as the internal codec can be easily changed when a new
compression standard is available. While such an approach can ensure the longevity of the
standard, this paper proposes a different approach. In the proposal, the internal codec is
also adapted to the characteristics of immersive video. This way, there is no need to wait
for the new, more efficient codecs to emerge, as the quality can be improved using already
available solutions (even without any changes to the coder itself, but just with its proper
configuration [4]).
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Figure 2. Simplified MPEG Immersive Video coding scheme; input data: N input views, correspond-

ing depth maps, and camera parameters (intrinsic and extrinsic); MIV encoder output—metadata 

and 4 video streams, including two texture atlases with corresponding depth atlases; each video 

stream is independently encoded using basic HEVC encoder. 

As was shown in the previous research of the authors on HEVC screen content cod-

ing [6,7], its use as an internal TMIV codec can significantly increase the final quality of 

video and simultaneously decrease the required bitrate [8]. Such results made HEVC SCC 

a good base for further modifications that enhanced its efficiency in immersive video cod-

ing.  

Figure 1. Simplified MPEG Immersive Video coding scheme; input data: N input views, correspond-
ing depth maps, and camera parameters (intrinsic and extrinsic); MIV encoder output—metadata
and 4 video streams, including two texture atlases with corresponding depth atlases; each video
stream is independently encoded using basic HEVC encoder.
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Figure 2. Four atlases for the Painter sequence [5]: two full-resolution texture atlases (left: first
texture atlas containing a subset of stacked input views, middle: second texture atlas containing
“patches” from other input views), and two reduced-resolution depth atlases (right: two depth atlases,
containing depth values which correspond to the objects in both texture atlases).

As was shown in the previous research of the authors on HEVC screen content cod-
ing [6,7], its use as an internal TMIV codec can significantly increase the final quality of
video and simultaneously decrease the required bitrate [8]. Such results made HEVC SCC a
good base for further modifications that enhanced its efficiency in immersive video coding.

This paper describes three proposed modifications:

1. The quarter-pel accuracy in Intra Block Copy (IBC) technique (earlier presented in [9],
but in the context of multiview video compression, not in immersive video),

2. The use of tiles to allow inter-view prediction inside MIV atlases,
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3. Adding the MIV bitstream parser in the HEVC encoder allows selecting the most
efficient coding configuration depending on the type of currently encoded data (e.g.,
different configurations for textures and depth maps).

The works related to improving immersive video coding using MPEG immersive
video are presented in Section 2. The above listed proposed modifications of HEVC screen
content coding are described in Section 3. Section 4 includes the methodology of the
experiments, while Section 5—their results. Section 6 concludes the paper, summarizing
performed research and pointing out possible future works.

2. Related Works

The work on the MPEG immersive video coding standard started in 2019. During the
three years of development of MIV, multiple researchers worked on increasing its efficiency,
and several papers have already been published.

Methods described in the literature increase the efficiency of all essential steps of the
MIV coding pipeline [2], including pruning, packing, atlas preparation, and the last step
performed at the decoder side—rendering. Two effective techniques enhancing pruning
are presented in [10,11]. The first one utilizes input depth maps and input view textures,
allowing for proper pruning of highly-reflective non-Lambertian surfaces. The technique
presented in [11] adds another pruning iteration, significantly increasing the encoding
efficiency for high-bitrate systems.

Several papers regard the atlas preparation step, including the patch merging [12],
allowing for more efficient packing of non-pruned information within atlases, non-linear
depth quantization [13], or adaptation of patch occupancy [14] to the block-based nature of
typical video encoders, such as HEVC or VVC. Other works focus on rendering and increas-
ing the quality of synthesized viewports for immersive video [15] and non-Lambertian
content [16].

A significant number of MIV-related papers regard the MIV geometry absent profile [1]
and the decoder-side depth estimation (DSDE) approach [17], which allows for decreasing
the amount of transmitted video data by omitting transmission of depth. Several papers
utilize the geometry assistance SEI message [18], using the encoder-derived features of
depth maps [17] transmitted within MIV metadata. Such features may be used for increas-
ing the quality of depth maps estimated at the decoder side, decreasing the total decoding
time [19], or for efficient encoding of multi-plane images (MPI) [20]. Other interesting
approaches were presented in [21], where a possibility of utilizing motion compensation
for DSDE was examined, and [22] – where depth estimation is performed for transmitted
full views and smaller patches transmitted within texture atlases [2].

All mentioned papers focus on increasing MIV coding efficiency, while none modifies
the video encoders used within the MIV encoding pipeline. We believe the modification
presented in this paper is particularly beneficial, as it does not exclude using other described
methods and can be used simultaneously with them.

Other MIV-related research regards using existing video encoders for efficient transmis-
sion of MIV content, e.g., by including MIV bitstream within HEVC SEI [23], optimization
of delta QP between texture and depth [24,25], using the VVC frame packing mecha-
nism [26,27], or using the unmodified HEVC SCC—what was studied by the Authors of
this paper in [8].

Some of the already presented modifications of HEVC SCC were focused on in-
creasing its efficiency for some applications, e.g., encoding of raw light-field video [28]
and implementing multiview video coding equivalent to HEVC Multiview Coding (MV-
HEVC) [9,29,30]. To the authors’ best knowledge, this paper presents the first modification
of a video compression technique (i.e., HEVC SCC) that makes it more adapted to the
characteristics of video produced by another compression standard (MIV).
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3. Proposed Modifications of Screen Content Coding

As mentioned before, using HEVC screen content coding as an internal MIV codec
can significantly improve the efficiency of immersive video compression when compared
to plain HEVC [8]. Based on the characteristics of immersive video processed by the
MIV encoder (after pruning and packing into atlases), the authors proposed adding three
modifications to increase the compression efficiency further. It should be mentioned that
these modifications, contrary to the proposal from [8], are not compliant with the HEVC
Screen Content Coding standard. The first two tools are adopted from [9,30], which have
already been proposed for multiview video coding.

3.1. Quarter-Pel Accuracy of Intra Block Copy

HEVC Intra Block Copy (IBC) is a compression technique in which the processed
block and its prediction candidate (the best matching block of points) belong to the same
picture [31]. Such an approach is beneficial, especially for the compression of fonts and other
repetitive patterns. The search for the most similar block is initially limited to full-pel (pixel)
accuracy. Such restriction is reasonable if the vast majority of the input video is screen
content. For compression of camera-captured or realistic computer-generated content,
it can be beneficial to increase the block matching accuracy to sub-pel. In other words,
IBC was successfully applied with sub-pel accuracy for compression of camera-captured,
frame-compatible multiview video [9,30].

It is proposed to limit block matching to quarter-pel to make it consistent with the inter-
picture prediction in HEVC [3]. Naturally, sub-pixel block matching requires additional
interpolation and modifications of the IBC search algorithm. In the proposal, the IBC first
finds the best match at full-pel precision. Then, the same interpolation algorithm as in the
HEVC motion estimation is applied, and the search result is refined at quarter-pel accuracy.

Introducing more precise vectors is only justified if the gain from more accurate
prediction is bigger than the cost of encoding vectors at higher precision. Section 5.1
presents experimental results of increasing intra block copy precision in the compression of
computer-generated and natural-content immersive video.

3.2. Tile-Based Intra Block Copy

As presented in Figure 2, an atlas can contain multiple base views combined into a
single frame. Using intra block copy for compression of such a sequence can be very efficient
because a frame-compatible multiview video forms a somewhat repetitive pattern [9,29,30].
Intra block copy may match the same objects in different views, which is an equivalent of
disparity compensated prediction performed in Multiview HEVC [32]. Intra block copy
is unaware that the frame is composed of similar views and simply tries to find the best
match within the previously encoded area. This approach is obviously not optimal and
may have a negative impact on the encoding time.

In the proposal, the authors divided the atlases in such a way that each base view is
encoded as a single tile. Tile encoding is an HEVC-compliant procedure and can be set
up in the configuration of the HEVC SCC test model [33]. The same division in tiles was
applied to both atlases with base views and patches from other views.

On top of tile encoding, the IBC algorithm was also modified. In the proposal, IBC
starts the block matching from the collocated position in the previously encoded tile instead
of the neighboring block. This way, the best match can be found much faster, and the IBC
vector is shorter, which benefits the overall compression efficiency.

Moreover, the in-loop filtering was applied after the compression of each tile instead
of filtering the whole slice (as initially done in standard-compliant HEVC [3]). Such an
approach improves the quality of tiles used as a reference by the Intra Block Copy technique.

3.3. Parsing of MIV Bitstream

The output of the MIV encoder, which is the input for standard video coding tech-
nique (Figures 1 and 2), is composed of atlases, each of which has different characteristics.
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Therefore, it seems reasonable to apply different compression techniques for each type of
input video. In this paper, the authors propose to add a MIV metadata parser and use it
to control the configuration of the modified HEVC screen content coding codec (Figure 3).
MIV metadata allow the recognition of whether the compressed data contains texture or
depth maps, as well as base views or patches, and configures the accuracy of IBC and tile
encoding accordingly. Moreover, metadata provide information about the resolution of
base views, which can be used to set up the tile size automatically.
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Figure 3. Simplified MPEG immersive video coding scheme with modified HEVC SCC encoder
controlled by MIV metadata; input data: N input views, corresponding depth maps, and camera
parameters (intrinsic and extrinsic); MIV encoder output—metadata and 4 video streams, including
two texture atlases with corresponding depth atlases; each video stream is independently encoded
using modified HEVC SCC encoder, encoding parameters (e.g., QP) are controlled by MIV metadata.

The research on how the proposed modifications influence the overall quality of the
immersive video was presented in Section 5.

4. Methodology of the Experiments

The proposed extension of the HEVC screen content coding was tested under MPEG
immersive video (MIV) common test conditions (CTC) [5], which define the strict frame-
work for the evaluation of new video encoding methods. The experiments were performed
using 15 test sequences, including nine computer-generated (CG) and six natural content
sequences (NC) captured by real multicamera systems. Seventeen frames were encoded
and processed for each test sequence according to the MIV CTC.

Virtual views were synthesized using decoded bitstreams and placed in the same posi-
tions as all input views to allow objective quality assessment. The quality was calculated
using two full-reference metrics: WS-PSNR [34] and IV-PSNR [35]. Then, for both metrics,
the BD rates were calculated [36] in order to quantify the relationship between bitrate and
quality. Only the video encoding step of the entire MIV encoding pipeline was modified
in the experiments. The MIV encoding (i.e., creation of atlases performed by the test
model for MIV: TMIV [37]) and decoding (which includes virtual view synthesis) remained
unchanged (cf. Figure 1). Due to SCC being compatible only with 8-bps videos [33], the
bit-depth of atlases produced by the TMIV encoder was changed from 10 to 8 bps before
HEVC encoding and changed back to 10 bps after HEVC decoding.

Besides the change described above, we have followed the MIV CTC. Therefore, all
the detailed information about the framework of experiments can be found in [5], including
a description of the used test sequences, chosen start frames, QP values, delta QP between
texture and depth components, exact versions of used software, etc.

In total, six experiments were performed to test the performance of the proposed SCC
modifications. In the first experiment, the usage of quarter-pel accuracy of the IBC (cf.
Section 3.1) was compared to the basic SCC. The second and third experiments evaluated
the performance of quarter pel IBC accuracy used only for one data type. In experiment 2,
texture atlases were encoded using typical SCC (full-pel accuracy), while for depth atlases,
the quarter-pel accuracy was used. In experiment 3, the opposite variant was chosen
(full-pel accuracy for depth and quarter-pel accuracy for texture).
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The fourth experiment evaluated the performance of quarter-pel accuracy and tile-
based IBC analysis (cf. Section 3.2). In this experiment, the tile-based IBC analysis was
enabled for the first texture atlas, as it contains a subset of stacked full input views, while
the second one contains numerous smaller patches (Figure 2). In experiments 5 and 6, the
usage of tile-based IBC analysis for more video streams was tested for texture atlases only
(experiment 5) and all four atlases (experiment 6).

5. Experimental Results
5.1. Quarter-Pel IBC Accuracy

The basic HEVC SCC uses the full-pel accuracy of the intra block copy. In the first
experiment, it was compared to the proposed quarter-pel IBC accuracy.

As presented in Table 1, the proposed modification significantly increases the encoding
efficiency, especially for the natural content. For computer-generated sequences, the profit
from using the proposed modification is smaller but still noticeable for IV-PSNR. Regarding
WS-PSNR, the proposed quarter-pel IBC accuracy does not negatively impact the coding
efficiency. Of course, a more precise analysis of IBC vectors requires more operations, thus,
higher computational time. On average, the proposed modification increases the encoding
time by 7%.

Table 1. Basic SCC vs. SCC with quarter-pel IBC accuracy; BD-rates for two used quality metrics
(WS-PSNR and IV-PSNR, a negative value indicates increased coding efficiency) and increase of the
encoding time when compared to basic SCC (value higher than 100% indicates longer computational
time); BD-rate change higher than 2% was highlighted in green (for efficiency gain).

Sequence BD-Rate WS-PSNRY BD-Rate IV-PSNR ∆Encoding Time

ClassroomVideo −0.3% 0.7% 107.2%

Museum −0.6% 0.9% 108.7%

Fan −0.3% 0.5% 103.7%

Kitchen −0.1% −0.2% 106.3%

Chess −0.5% −1.3% 104.3%

Group −0.6% 0.5% 108.0%
ChessPieces −1.0% −3.0% 108.3%

Hijack −0.1% −0.5% 113.2%

Mirror −0.5% 0.0% 101.5%

CG: average −0.0% −0.3% 106.8%

Painter −1.6% −1.9% 110.4%

Frog −0.1% −0.0% 107.5%

Carpark −1.3% −1.4% 108.7%
Fencing −2.0% −2.4% 107.2%

Hall −6.0% −7.3% 106.2%
Street −2.9% −3.1% 108.6%

NC: average −2.3% −2.7% 108.1%
All: average −0.9% −1.2% 107.3%

Table 2 contains bitrates and IV-PSNR values averaged separately for natural content and
computer-generated sequences. As presented, the quality of the synthesized virtual views is
practically the same for full-pel and proposed quarter-pel IBC accuracy. When considering
bitrates, the results for texture atlases are also similar. A significant gain caused by using the
quarter-pel accuracy for depth for natural content can be spotted for depth atlases.

Due to the significant difference between results obtained for depth and texture atlases,
the performance of the proposed more precise IBC vectors for different types of videos was
evaluated. In Table 3, the results for using the quarter-pel IBC accuracy for depth atlases
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together with basic full-pel accuracy for texture atlases are presented, together with the
results of the alternate experiment, where the quarter-pel accuracy was used for texture,
and the depth atlases were encoded using basic HEVC SCC.

Table 2. Basic SCC vs. SCC with quarter-pel IBV accuracy, bitrate, and quality change for different
rate points; bitrate change higher than 2% was highlighted in red (for efficiency loss) or green (for
efficiency gain).

Seq. Rate
Texture Bitrate [Mbps] Depth Bitrate [Mbps] IV-PSNR [dB]

FPel QPel ∆ FPel QPel ∆ FPel QPel

CG

R1 58.95 58.38 −1% 7.38 7.35 0% 44.31 44.31

R2 15.81 15.72 −1% 5.39 5.37 0% 43.04 43.05

R3 5.01 5.07 1% 3.72 3.71 0% 40.89 40.90

R4 1.65 1.66 1% 2.78 2.78 0% 38.14 38.14

NC

R1 79.46 79.02 −1% 31.07 28.95 −7% 45.41 45.42
R2 16.59 16.53 0% 13.81 12.74 −8% 43.92 43.93
R3 5.42 5.51 2% 6.19 5.90 −5% 41.76 41.75
R4 2.02 2.04 1% 3.76 3.69 −2% 38.46 38.47

Table 3. Basic SCC vs. SCC with mixed full-pel and quarter-pel IBC accuracy; BD-rates for two used
quality metrics (WS-PSNR and IV-PSNR, a negative value indicates increased coding efficiency) and
increase of the encoding time when compared to basic SCC (value higher than 100% indicates longer
computational time); BD-rate change higher than 2% was highlighted in green (for efficiency gain).

Sequence

QPel Accuracy for Depth,
FPel for Texture

FPel Accuracy for Depth,
QPel for Texture

BD-Rate
WS-PSNRY

BD-Rate
IV-PSNR

∆Encoding
Time

BD-Rate
WS-PSNRY

BD-Rate
IV-PSNR

∆Encoding
Time

ClassroomVideo −0.2% −0.2% 100.8% −0.1% 0.9% 107.0%

Museum −0.0% −0.1% 100.3% 0.6% 1.0% 108.3%

Fan 0.3% 0.2% 99.1% −0.0% 0.3% 102.7%

Kitchen −0.1% −0.3% 97.2% 0.2% 0.0% 105.9%

Chess −0.1% −0.1% 97.6% −0.4% −1.1% 103.7%

Group 0.4% 0.2% 101.9% 0.3% 0.3% 107.4%

ChessPieces −1.0% −1.5% 99.8% −0.0% −1.5% 107.8%

Hijack 0.1% −0.2% 100.9% −0.2% −0.4% 112.0%

Mirror −0.2% −0.2% 99.4% 0.7% 0.3% 101.1%

CG: average −0.1% −0.2% 99.7% 0.1% −0.0% 106.2%

Painter −1.3% −1.3% 100.4% −0.3% −0.6% 108.9%

Frog −0.5% −1.0% 101.1% 0.6% 1.0% 106.9%

Carpark −1.5% −1.7% 103.2% 0.2% 0.3% 107.8%
Fencing −1.9% −2.5% 100.8% −0.0% 0.0% 106.3%

Hall −6.3% −7.1% 101.3% 0.4% −0.2% 105.9%
Street −4.5% −4.6% 100.6% 1.5% 1.5% 108.2%

NC: average −2.7% −3.0% 101.2% 0.4% 0.3% 107.3%
All: average −1.1% −1.4% 100.3% 0.2% 0.1% 106.6%

As presented, the quarter-pel accuracy for the IBC vector search is more effective for
depth atlases of the natural content. Such depth maps have very similar characteristics to
typical screen content, but due to their estimation performed using natural textures, their
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quality is much lower than for CGI content (e.g., the edges of objects are much less stable).
Quarter-pel accuracy of the IBC helps to identify better prediction candidates, decreasing
the bitrate required to achieve the same quality. For texture atlases, the BD-rate difference
is negligible, both for WS-PSNR and IV-PSNR metrics.

5.2. QPel + Tile-Based IBC Analysis

In the fourth experiment, both proposed modifications of SCC were used. However,
the tile-based IBC analysis was enabled only for the first texture atlas and disabled for the
second texture and both depth atlases. In this case, other atlases were encoded in the same
way as in the previous section (SCC with quarter-pel accuracy).

The tile-based IBC analysis restricts the intra block copy vectors to be found in another
part of the atlas (the similar blocks are searched in different views stacked within the atlas,
not within the same view). Such a restriction significantly decreases the time required for
encoding (Table 4).

Table 4. Basic SCC vs. SCC with quarter-pel IBC accuracy and tile-based IBC analysis for first
texture atlas; BD-rate change higher than 2% was highlighted in red (for efficiency loss) or green (for
efficiency gain).

Sequence BD-Rate WS-PSNRY BD-Rate IV-PSNR ∆Encoding Time
ClassroomVideo 2.6% −5.2% 54.4%

Museum 1.3% 2.1% 78.5%
Fan 0.7% 1.4% 80.7%

Kitchen 1.6% 2.8% 90.4%
Chess 0.3% −0.5% 90.6%

Group 0.8% 0.3% 77.1%
ChessPieces −0.6% −2.4% 93.5%

Hijack 0.6% 1.4% 113.0%
Mirror 2.4% 2.8% 91.4%

CG: average 1.1% 0.3% 85.5%
Painter −2.3% −4.2% 95.7%

Frog −0.7% −5.6% 75.8%
Carpark −6.1% −8.2% 76.0%
Fencing −1.5% −3.5% 82.5%

Hall −6.7% −7.7% 90.7%
Street −10.5% −12.3% 76.8%

NC: average −4.6% −6.9% 82.9%
All: average −1.2% −2.6% 84.5%

Moreover, the tile-based IBC analysis further increases the coding efficiency for the
natural sequences. The IV-PSNR BD-rate gain caused by quarter-pel accuracy was equal to
2.7%. When both tools are enabled, it is much higher: 6.9%.

The tile-based IBC analysis decreases the encoding time for computer-generated
content, but the coding efficiency is worse than without enabling this tool. The reason
for such a discrepancy between videos of different origins is the lower complexity of the
noiseless textures in CG sequences. It is easier to find a good prediction candidate inside
the tile, and the cost of this prediction is decreased.

However, the information about the content type is indirectly signalized in MIV, as
the depth atlases for sequences with good quality depth maps (i.e., CG sequences) are
differently quantized as atlases for sequences with imperfect depth maps (i.e., natural
content). Therefore, it is possible to enable tiling for natural sequences and disable this tool
for CG ones.

As presented in Table 4, enabling the tile-based IBC analysis for the first texture atlas
increases coding efficiency while decreasing computational time. In Table 5, the results of
two additional experiments are presented. In these experiments, the tile-based IBC analysis
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was also enabled for other video streams: texture atlases in experiment 5, and all atlases,
including depth, in experiment 6.

Table 5. Basic SCC vs. SCC with quarter-pel IBC accuracy and tile-based IBC analysis for other atlases;
BD-rates for two used quality metrics (WS-PSNR and IV-PSNR, a negative value indicates increased
coding efficiency) and increase of the encoding time when compared to basic SCC (value higher than
100% indicates longer computational time); BD-rate change higher than 2% was highlighted in red
(for efficiency loss) or green (for efficiency gain).

Sequence

Tile-Based IBC Analysis for both Texture Atlases Tile-based IBC analysis for all atlases

BD-Rate
WS-PSNRY

BD-Rate
IV-PSNR

∆Encoding
Time

BD-Rate
WS-PSNRY

BD-Rate
IV-PSNR

∆Encoding
Time

ClassroomVideo 3.7% −4.5% 39.7% 9.0% −1.8% 41.6%
Museum 2.2% 2.9% 47.3% 4.4% 4.7% 50.9%

Fan 1.6% 2.5% 51.8% 6.4% 6.8% 43.6%
Kitchen 3.8% 4.9% 57.6% 8.4% 8.7% 63.4%
Chess 2.1% 0.9% 56.6% 7.4% 5.3% 60.4%
Group 1.7% 1.1% 46.0% 6.9% 4.5% 45.2%

ChessPieces 1.4% 0.4% 56.1% 7.7% 4.9% 59.7%
Hijack 1.8% 2.8% 58.0% 8.5% 8.9% 53.7%
Mirror 4.3% 4.6% 55.8% 7.0% 7.1% 54.0%

CG: average 2.5% 1.7% 52.1% 7.3% 5.5% 52.5%
Painter −1.9% −4.0% 52.7% 2.0% −0.2% 39.0%

Frog −0.1% −5.6% 44.4% 3.3% −2.6% 33.7%
Carpark −5.6% −7.9% 63.8% −2.6% −5.1% 55.7%
Fencing −0.7% −3.0% 54.0% 4.6% 1.9% 44.8%

Hall −6.3% −7.2% 71.8% 3.5% 2.5% 54.0%
Street −10% −12% 66.3% −6.2% −8.0% 58.4%

NC: average −4.1% −6.6% 58.8% 0.8% −1.9% 47.6%
All: average −0.1% −1.6% 54.8% 4.7% 2.5% 50.5%

The average results gathered in Table 4 are presented as RD curves in Figure 4. The
proposed approach outperforms the basic MIV + HEVC-SCC scenario for natural content
by decreasing the total bitrate and preserving the quality. For computer-generated content
(right side of Figure 4), the RD curves are very close, indicating that the proposed approach
does not significantly change coding efficiency.

The results in Table 5 show that the tile-based IBC analysis is much less effective when
used for the second atlas. Such results were expected, as the atlas does not contain separate
full views in each tile but much smaller, randomly arranged patches (Figure 2). Therefore,
the proposed tool reduces the efficiency of the IBC because its vectors are searched in
different tiles; thus, the neighboring patches are omitted, despite having similar textures.

The results are even worse if the tile-based patch analysis is also used for depth atlases.
In general, this tool does not increase the efficiency of depth coding. The reason for this is
the entirely different characteristics of depth maps when compared to the texture. Depth
maps (thus also depth atlases) simultaneously contain sharp edges between objects and
large, smooth, self-similar areas, which often include constant depth values. Therefore, it is
much more efficient not to restrict the IBC vector searching because the most similar blocks
are often arranged close to each other, so very short IBC vectors are sufficient. However,
as presented in Table 5, tile-based IBC analysis performed for all video streams decreases
the encoding time twice. Therefore, it can be useful for specific use cases that require fast
encoding, such as live streaming.
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6. Conclusions

The conducted experiments prove that parsing the MIV bitstream is crucial for efficient
encoding using the proposed modifications of HEVC SCC. Without the parsing, it would
not be possible to differentiate texture and depth atlases or first and second texture atlas. If
the additional information about the atlas is decoded, the SCC encoder can perform the
proposed tile-based IBC analysis and quarter-pel IBC only for the data for which they are
genuinely efficient.

The proposed modifications of the HEVC SCC encoder increased the encoding effi-
ciency of natural sequences by 5–7% (depending on the analyzed quality metric, cf. Table 4).
The proposed tile-based IBC starts the block matching from the collocated position in
the previously encoded tile instead of the neighboring block, making the search signifi-
cantly faster. Even if the second proposed technique of sub-pixel block matching requires
additional interpolation, the total encoding time is reduced by more than 15%.

The outstanding performance of the proposal in encoding natural content sequences
is very valuable for further research on immersive video coding, as compressing such
sequences is much more difficult than in the case of computer-generated content with
almost-perfect depth maps. Moreover, the simultaneous, significant reduction of encod-
ing time makes the proposal even more valuable, keeping in mind that any compound
processing of multiview video is a very time-consuming, complex task.

The studies presented in this paper are based on the HEVC encoder and its extension.
However, in the future, similar research can be performed for newer, more efficient video
coding standards, such as VVC or AV1.
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22. Milovanović, M.; Henry, F.; Cagnazzo, M.; Jung, J. Patch Decoder-Side Depth Estimation in Mpeg Immersive Video. In Proceedings of the
2021 IEEE International Conference on Acoustics, Speech and Signal Processing, Toronto, ON, Canada, 6–11 June 2021; pp. 1945–1949.
[CrossRef]

23. Chen, M.; Salahieh, B.; Dmitrichenko, M.; Boyce, J. Simplified carriage of MPEG immersive video in HEVC bitstream. In
Applications of Digital Image Processing XLIV; SPIE: Bellingham, WA, USA, 2021. [CrossRef]

24. Lee, S.; Jeong, J.B.; Ryu, E.S. Atlas level rate distortion optimization for 6DoF immersive video compression. In Proceedings of the
32nd Workshop on Network and Operating Systems Support for Digital Audio and Video, Athlone, Ireland, 17 June 2022; pp. 78–84.
[CrossRef]

25. Jeong, J.B.; Lee, S.; Ryu, E.S. Delta QP Allocation for MPEG Immersive Video. In Proceedings of the 13th International Conference
on ICT Convergence, Jeju, Korea, 19–21 October 2022.

26. Santamaria, M.; Vadakital, V.K.M.; Kondrad, Ł.; Hallapuro, A.; Hannuksela, M.M. Coding of volumetric content with MIV using
VVC subpictures. In Proceedings of the IEEE 23rd International Workshop on Multimedia Signal Processing (MMSP), Tampere,
Finland, 6–8 October 2021; pp. 1–6. [CrossRef]

27. Jeong, J.B.; Lee, S.; Ryu, E.S. VVC Subpicture-Based Frame Packing for MPEG Immersive Video. IEEE Access 2022, 10, 103781–103792.
[CrossRef]

28. Tsang, S.; Chan, Y.; Kuang, W. Standard-Compliant HEVC Screen Content Coding for Raw Light Field Image Coding. In
Proceedings of the 13th International Conference on Signal Processing and Communication Systems (ICSPCS), Gold Coast,
Australia, 16–18 December 2019; pp. 1–6. [CrossRef]
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