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Abstract: Selecting the right supplier is a critical decision in sustainable supply chain management.
Sustainable supplier selection plays an important role in achieving a balance between the three pillars
of a sustainable supply chain: economic, environmental, and social. One of the most crucial aspects
of running a business in this regard is sustainable supplier selection, and, to this end, an accurate
and reliable approach is required. Therefore, the main contribution of this paper is to propose and
implement an ontology-based approach for knowledge acquisition from the text for a sustainable
supplier selection domain. This approach is dedicated to acquiring complex relationships from
texts and coding these in the form of rules. The expected outcome is to enrich the existing domain
ontology by these rules to obtain higher relational expressiveness, make reasoning, and produce
new knowledge.

Keywords: ontology; knowledge base; sustainable supplier selection; ontology population; information
extraction; knowledge acquisition from text

1. Introduction

The concept of sustainable development is based on the intersection of three dimen-
sions: economic, environmental, and social. Each of them deals with different aspects, but
together they focus on promoting sustainable development. Globalization forces global
manufacturers to attach much importance to partnerships between suppliers. In general,
a supply chain is a concept that links upstream, midstream, and downstream. The man-
ufacturers’ aim is to reduce costs in this process. Moreover, supply chain management
(SCM) receives the applicable information from downstream to improve the quality of the
goods provided upstream and downstream [1]. Growing customer, non-governmental
organization (NGO), and law enforcement concerns about environmental, social, and cor-
porate responsibility have drawn industry academics and practitioners to the concept of
sustainable supply chain management [2].

The assessment of sustainable development is an issue of growing importance among
scientists and decision-makers. Sustainability assessment offers a large number of oppor-
tunities to measure and evaluate the level of its accomplishment. The search for effective
methods of assessing sustainable development and its monitoring of development is now
becoming one of the key factors determining the development of a sustainable society. The
problem of assessing sustainable development applies to almost all areas. The interna-
tional environmental policy, government, and people have stimulated enterprises to strictly
adopt sustainable concepts in the supply chain networking to obtain a reactive, regulatory,
proactive strategic, and competitive merit and abrade the non-sustainable challenges and
factors against the world’s environment [3]. Due to globalization, sustainable supply chains
are becoming more and more important. Hence, it is worth paying attention to ensuring
sustainable supplier selection in this process. Sustainable supplier selection is a combined
multi-dimensional problem that includes considering both qualitative and quantitative
factors. The sustainability paradigm has been considered a comprehensive term in supplier
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selection, which includes a vital presence of three aspects (economic, environmental, and
social) [4].

Ensuring sustainable supply chain complexity is one of the most difficult problems
in today’s global supply chains and is assumed as the key impediment to business per-
formance. It has a significant influence on competitiveness, costs, customer satisfaction,
product innovation, and market share. Therefore the decision-makers must know the
criteria causing sustainable supply chain efficiency. Proper identification and prioritizing of
sustainable supplier criteria are required for effective monitoring and controlling of supply
chain management [5]. Moreover, the timeliness of these criteria is also of great impor-
tance. The selection of a sustainable supplier depends on many factors. Thus, the crucial
question is to find a reasonable approach between comprehensiveness and a manageable
multi-dimensional knowledge base as well as up-to-date information exchange.

This paper presents an ontology-based approach to knowledge acquisition from the
text. This approach is dedicated to acquiring complex relationships from texts and coding
these in the form of rules. The approach begins with elaborating data using VosViewer to
plot knowledge domain maps. Next, existing domain knowledge is implemented as OWL
ontology and applies NLP tools and text-matching techniques to deduce different atoms,
such as classes, properties, and literals, to capture deductive knowledge in the form of new
rules. The expected outcome is to enrich the existing domain ontology by these rules to
obtain higher relational expressiveness, make reasoning and produce new facts.

Several research gaps are identified through an in-depth review of the literature.
Firstly, lack of a comprehensive knowledge base about criteria, sets of criteria are found
by various literature studies but cannot effectively estimate sustainable supplier selection
criteria [1,6,7]. Secondly, in most cases, there is a subjective evaluation of the performance
of sustainable supplier selection [3,8,9].

Moreover, there is a lack of a systematic framework to handle knowledge about
sustainable supplier selection criteria [1,6,7,9]. There is also a lack of a complex approach
to both selecting and filtering linguistic information about criteria determining sustainable
supplier selection and its categorization in the form of a knowledge base [3,5,8,10,11].

These research gaps are transformed into the author’s contribution as follows:

• Plotting knowledge domain maps;
• Development of a framework for selecting sustainable supplier criteria;
• Ontology design and implementation;
• Semi-automated ontology population by knowledge extraction from various resources;
• Rule-based reasoning.

Based on this, it is possible to define the following highlights:

• Development of an ontology-based framework to deal with distributed knowledge
representation;

• Development of a domain ontology that stores various information about sustainable
suppliers to support various aspects of knowledge management by combining dy-
namic data provided from external sources with predefined information gathered in
the ontology;

• Providing examples of using ontology in various scenarios in the domain of sustainable
supplier selection;

• Creating a knowledge base with rules and queries using JAPE and reasoners;
• Demonstrating the effectiveness of rule-based reasoning to increase the ability of

logical reasoning in the context of selecting sustainable supplier criteria.

The presented approach begins with creating domain knowledge represented as OWL
ontology and applies NLP tools and text-matching techniques to deduce different atoms,
such as classes, properties, and literals, to capture new knowledge. This research increases
the body of knowledge on the ontology for the sustainable supplier domain by providing
a systematic keywords map of the subject and grasping the main criteria in the research
field. The results demonstrate that the proposed approach can (1) successfully handle the
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knowledge domain, (2) reduce the time for searching for relevant information, (3) improve
the accuracy of search results that suit users’ specific needs, and (4) provide quick updates
with new knowledge.

The remainder of this paper is organized as follows. Section 2 presents the related
works, in particular, taking into account such topics as sustainable supplier selection,
information extraction, NLP, and ontologies. In Section 3, Materials and Methods, a
new ontology-based approach for extracting knowledge in the form of rules from texts is
described in detail. Section 4 presents the working example of the elaborated approach.
Section 5 provides the conclusions and directions for further research.

2. Background and Related Works
2.1. Sustainable Supplier Selection

The growing emphasis on supply chain management among manufacturing compa-
nies has made the suppliers’ role in the value-addition processes to become strategically
significant [8]. The problem of assessing sustainable development applies to almost all
areas. Supplier selection is a combined multi-dimensional problem that includes consider-
ing both qualitative and quantitative factors [9]. Due to globalization, sustainable supply
chains are becoming more and more important. The fast globalization of doing business
affects business competition, changing the model from “company versus company” to
the model “supply chain versus supply chain” [11]. Therefore, choosing a good combina-
tion of suppliers to work with is critical to the success of conducting business [1]. Over
the years, the importance of selecting suppliers has been appreciated and emphasized.
Adding sustainability aspects to the supplier selection process highlights existing trends
in environmental, economic, and social issues related to management and business pro-
cesses. Moreover, the development of sustainable development allows the integration of
environmental, economic, and social thinking with conventional supplier selection [12].

From a systematic point of view, the study of the problem of sustainable supplier
selection can be divided into two parts, including criteria and methods [13]. The analysis
of the literature provides a set of various methods exploiting different aspects and using
single or mixed approaches, as well as examples of selection criteria [11,12,14]. Most of
the studies on sustainable supplier selection use MCDM or fuzzy MCDM techniques with
complex calculations [1]. A wide range of methods was applied to solve the problem
of sustainable supplier selection. The literature reviews [12] point out that the main
single and combined approaches used to solve this problem are mathematics methods and
artificial intelligence approaches, especially including analytic hierarchy process [10,15],
linear programming [10], multi-objective programming [16,17], goal programming [6], data
envelopment analysis [13], heuristics [18], statistical [19], cluster analysis [7], multiple
regression [20], discriminant analysis [21], neural networks [22], software agent [20], case-
based reasoning [23], expert system [21], and fuzzy set theory [14] as well as combinations
of selected pairs.

As it is a multi-dimensional concept, the selection of sustainable suppliers is not
based on a single criterion but on a set of criteria, which are mostly focused on economic,
social, and environmental issues. In general, most companies need to focus on their
supply chains to enhance sustainability to meet customer demands and comply with
environmental legislation. In order to achieve these goals, companies must focus on
criteria that include carbon footprint and toxic emissions, energy use and efficiency, waste
generation, and worker health and safety [24]. Therefore, to analyze interrelationships
among sustainability criteria, it is necessary to identify the most important ones for a
given decision problem and then evaluate suppliers according to these criteria. Since the
knowledge about criteria is scattered, a set of hybrid information aggregation is required to
provide practical evaluation and link this set of information to the proposed knowledge
base. The literature analysis provides many multi-criteria methods to support a balanced
selection of suppliers and multiple cuttings of criteria sets, often suited for a given area
(e.g., food, industry, and others). There are many comparable approaches; Table 1 shows a



Electronics 2022, 11, 4012 4 of 25

small piece of them. However, little attention has been paid to building a complex solution
that allows gathering the selection criteria for sustainable suppliers, and there is almost
no systemic and structured knowledge-based approach that could be used to evaluate the
sustainability of suppliers.

Table 1. Examples of multi-criteria methods to support a selection of sustainable suppliers.

The Used MCDA Method Domain Source

AHP urban water reuse, energy
landscape [25,26]

Multi-attribute Value Theory
(MAVT)

electricity system, RES, urban
regeneration [27,28]

PROMETHEE logistics and distribution,
agriculture [29,30]

TOPSIS air pollution, transportation sector [31,32]

MULTIMOORA energy policy [33]

2.2. Information Extraction

The information extraction (IE) process is based on the automatic extraction of certain
types of information from natural language text. IE is the process of extracting information
from unstructured text sources to enable entities to be searched, classified, and stored
in a knowledge base [34]. The general aim is to parse text in natural language and look
for instances of a certain class of objects or events and the instances of relationships
between them. Another definition describes information extraction as a form of natural
language processing in which certain types of information must be recognized and extracted
from a text. Extracting information uses various algorithms and methods for finding
information [35]. IE deals with the collection of texts in order to transform them into
information that can be easily understood and analyzed [36]. Semantically enhanced
information extraction (also known as semantic annotation) links these units to their
semantic descriptions and connections from the knowledge graph. Because is much
information available on the Internet these days, and the amount of it is constantly growing,
this results in information overload. However, the real problem is not the sheer amount of
information but the inability to filter it properly [34,37]. IE helps in the automatic detection
of new, previously unknown information by automatically extracting information from
various unstructured resources [38]. Therefore, the key element is linking the extracted
information together to formulate new facts or new knowledge. In other words, in IE,
the goal is to discover previously unknown information. Figure 1 displays an illustrative
example of how information extraction works in practice.
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Natural Language Processing (NLP)

NLP aims to analyze, identify and solve problems related to the automatic generation
and understanding of human language. NLP aims to perform, decode and understand
unstructured information [39]. NLP allows for the following:

• Sorting the data to remove the rubbish from the interesting parts;
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• Extracting the relevant pieces of information;
• Linking the extracted information to other sources of information;
• Aggregating the information according to potential new categories;
• Querying the (aggregated) information;
• Visualizing the results of the query.

It is composed of several tasks:

• Text pre-processing—the text is prepared for processing using computational linguis-
tics tools such as tokenization, sentence sharing, morphological analysis, etc.;

• Finding and classifying concepts—the various types of concepts are detected and classified;
• Connecting concepts—this task aims to identify the relationship between the extracted

concepts;
• Unify—this task presents the extracted data in a standard form;
• Remove information noise—this task eliminates duplicate data;
• Enriching the knowledge base—the extracted knowledge is processed in the knowl-

edge base for further use.

Overall, the combination of NLP and information extraction extracts new knowledge
from the raw data. Finally, unknown information is obtained by automatically extracting
information from various unstructured resources.

2.3. Ontology and Ontology Population
2.3.1. Ontology

Recently, the terms ontology and Semantic Web are quite popular and top research
areas in computer science. Ontology is a standard recommended by World Wide Web Con-
sortium for representing knowledge in the Semantic Web, and it turns into a fundamental
and critical component for developing applications in different real-world scenarios [40].
Ontologies have become an important tool in domain modeling over the years and have
been used successfully in several fields. In the artificial intelligence field [41–44], ontolo-
gies can also be used to build knowledge databases that will be used in various systems,
using the obtained information to perform different tasks [41]. As a result, they help in
carrying out real-world representations, establishing axioms, and obtaining conclusions
from them [41,45,46].

Ontologies are defined as a set of concepts and relations between them [47]. Concepts
can be divided into classes, subclasses, attributes, relationships, and instances. From a
technical point of view, ontologies are a formal source of domain-specific knowledge,
which is proven to be efficient for search results diversification [48]. In fact, they allow
you to express the semantics of a domain in a language that computers can understand,
allowing automatic processing of the meaning of the information provided [49]. Ontologies
provide a controlled vocabulary of concepts whose semantics are explicitly defined and
machine understandable [47]. Ontologies also offer a common understanding of the topics
of communication between systems and users and enable the processing of web-based
knowledge as well as the sharing and reuse among applications [48]. The most popular
definition of ontology was proposed by Gruber, who stated that ontology could be defined
as an explicit, formal specification of a shared conceptualization [47]. It contains the
following components called concepts, individuals, relations, and attributes. It can be
formulated as follows:

O = {I; C; R; A} (1)

where I is the set of individuals, C refers to the set of concepts, R represents the set of
relations and the interactions between domain individuals as follows: R is ⊆ C1 × C2 ×.
Cn and A is the set of axioms.

The concepts (classes) correspond to the relevant abstractions of a segment of reality
(the domain of the problem). The relations (properties) link the individuals or concepts
between them. The individual is defined as a resource that has been placed into the class,
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but individuals are not classes themselves. The axioms are statements that are asserted to
be true in the domain being described [50].

The OWL 2 standard is currently used as a formal language for representing ontologies.
The inference process takes place using various ontological reasoners. The main functions
of reasoners are ontology consistency checking, class taxonomy building, and ontology
querying. Ontology reasoning aims to ensure that the ontology is consistent with its logical
semantics. The reasoning is also required to infer new knowledge from ontology. The
reasoners enable validation of the ontology, whereas at the end is possible to obtain inferred
knowledge against the user’s description logic (DL) queries.

2.3.2. Ontology Population

Ontology population is a process for inserting concept and relation instances into an
existing ontology [51,52]. The ontology population process has several tasks: the extraction
of relation instances and identification values from any information sources and assigning
such values to instances. The next task involves extracting instances, or more precisely,
identifying values from any information source and assigning them to an instance [51,52].
There are many approaches in the literature related to ontology learning and ontology
population. Ontology learning has benefited from the adoption of established techniques
such as machine learning, data mining, natural language processing, information retrieval,
and knowledge representation [53]. Based on the classification proposed by Alexander
Maedche and Steffen Staab [54], ontology learning approaches were distinguished, taking
into account the type of input data used for learning. Thus, common classification contains
ontology learning from text, dictionary, knowledge base, semi-structured schemata, and
relational schemata [53]. Each of them requires multiple research efforts to achieve a
common domain conceptualization [55,56].

An automated ontology population is intended to identify concept and relation in-
stances by using a computational tool [52,55,57,58]. Ontology learning techniques apply
more complex NLP techniques to the text. Rather than simply extracting terms, they
analyze the grammatical structure of sentences to determine how the terms are used.
Then they deduce possible IS-A relationships between terms, which will be used to build
classification hierarchies.

3. Materials and Methods

This section describes a new ontology-based approach for extracting knowledge in the
form of rules from texts. This approach is dedicated to acquiring complex relationships from
texts and coding these in the form of rules. The proposed approach is based on different
works in the areas of knowledge acquisition, rule-based reasoning, and ontology population.
A semi-automated supervised solution has been proposed for extending ontology classes in
terms of learning concept attributes, data types, and value ranges. This approach requires
two inputs: existing knowledge and free texts. The existing knowledge is OWL ontology.
Free texts represent the domain knowledge in unstructured natural language, in this case,
English. The selected domain covers sustainable supplier selection criteria.

3.1. Data Preparation and Search Strategy

In this study, we used the following tools: (1) Scopus database for managing bibli-
ographic references [59] and (2) VOSviewer for bibliographic analysis and developing a
keywords map [60]. The search strategy encompasses using the Scopus database to retrieve
documents related to sustainable supplier selection criteria. In order to support the docu-
ment filtration process, a formal PRISMA approach [61] was used (Figure 2). However, not
all steps from the PRISMA flow diagram were used because the main goal was to search for
criteria, and filtering only on the abstract and keywords was insufficient. The list of papers
contains 1652 elements. The year of publication of selected documents is between 2003 and
2021. The analysis started in June 2021; hence not all publications from 2021 are included.
The analyzed set of papers excluded from the final set of documents the conference reviews,
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erratum, and review. The query was as follows: (TITLE-ABS-KEY (“sustainable supplier
selection”). The extracted documents were exported to Excel spreadsheets as *.csv file.
The results can be revised by the author’s name, affiliation, document type, source title, or
subject area.
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Figure 2. Modified PRISMA procedure [61].

Then the set of papers was manually filtered. The process itself was highly time-
consuming but allowed for the identification of an initial set of criteria and sub-criteria. It
contained 8261 items. The data set prepared in this way was then subjected to further work
using a dedicated tool for plotting knowledge domain maps.

3.2. Plotting Knowledge Domain Maps

The developed data set was used to prepare and plot knowledge domain maps.
Previously collected data were processed using the VOS viewer software [62]. VOSviewer
enables the user to generate networks from given bibliometric data. VOSViewer allows
the user to group criteria and sub-criteria and display the results. The size of a given item
displays the density of occurrence of a given criterion (Figure 3).
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For the analysis, it was also necessary to clean up the data, so a VOSViewer thesaurus
file was created to combine similar criteria names. Due to the relatively large number of
criteria, it is not possible to present all changes in this study. Selected limitation rules are
defined and shown for example:

1. Merging “Product Quality” and “Quality of Product”;
2. Merging “Deliver & Service” and “Delivery and Service”;
3. Merging “Technology Capabilities” and “Technology Capability”;
4. Merging “Inventory costs” and “Inventory cost”;
5. Merging “Service Quality” and “Quality of Service”;
6. Merging abbreviations “EMS” and “Environmental management System”;
7. Merging synonyms “Green packaging” and “Green packaging ability”.

The thesaurus file contains 68 extra items. Ultimately, the set included 8261 criteria as
input from 1652 papers. The total number of main clusters is 126. Each cluster contains
a set of sub-criteria. The keyword occurrence map was also created. The most common
keywords are green, cost, and quality. Table 2 shows the 10 most popular keywords.

Table 2. The top 10 keywords.

Keyword Occurrences

Green 543

Cost 420

Quality 375

Service 287

Delivery 285

Time 214

Risk 200

Price 154

Technology 152

Waste 140

3.3. Ontology Representation

The conducted plotting knowledge domain maps provide the pre-elaborated set of
criteria and sub-criteria ready to implement in an OWL ontology. The ontology contains
all the identified elements, which are the backbone for taxonomy building/class hierarchy
building. This process requires the knowledge engineer’s participation. Therefore, the
input domain ontology was developed from scratch based on the data set provided. The
Protégé OWL-API [63] was selected to work with ontology and to manipulate the different
constituents of the ontology (classes, object properties, data type properties, and individu-
als). It aims to structure knowledge, organize it, and above all, reason about it. The main
stages of the development process are inspired by the ontology methodology provided by
Noy and McGuiness, as shown in Figure 4.

The first step aims to define the domain and scope of the ontology—in this case, the
domain of sustainable suppliers was considered. Since no similar solutions have been
found, the second step will be to create an ontology from scratch. Steps 3 through 7 relate
directly to ontology construction. In the third step, it is necessary to indicate the most
important terms in the ontology. These terms are then detailed. This is the basis for building
the class hierarchy in step 4. The class hierarchy represents an “is-a” relation: class X is
a subclass of Y if every instance of X is also an instance of Y. It is worth noticing that the
whole set contains 126 main classes and 8261 sub-classes. Thus, there are 8378 classes in
total. The final set of clusters is attached in supplementary materials (the set of criteria:
Sustainable_Supplier_Criteria.xls). Table 3 displays a piece of a class hierarchy.
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Table 3. Examples of classes.

Class Description

Quality A collection of criteria related to assessing quality (e.g., product
quality, quality assurance, QMS)

Green A collection of criteria related to assessing the level of green (e.g.,
green competencies, green logistics, green packaging)

Service A collection of criteria related to assessing the level of offered service
(e.g., flexibility of the supplier, payment flexibility)

Delivery A collection of criteria related to assessing the level of delivery (e.g.,
delivery lead time, delivery safety, delivery flexibility)

Cost A collection of criteria related to assessing the level of cost (e.g., cost
control, delivery costs, freight costs)

Risks A collection of criteria related to assessing the level of risks (e.g.,
economy risk, environmental risk)

Knowledge A collection of criteria related to assessing the level of knowledge
(e.g., sustainable knowledge sharing, IT knowledge)

Supplier’s profile A collection of criteria related to assessing the level of supplier’s
profile (e.g., supplier’s reputation, references)

Logistics A collection of criteria related to assessing the level of logistics (e.g.,
reverse logistics, logistics for environment, green logistics)

Pollution A collection of criteria related to assessing the level of pollution (e.g.,
energy consumption, pollution control, use of harmful materials)

Therefore, in the 5th step, the constitution of the relations is needed. In Protégé, the
slots are also named object properties. Object properties describe the relations between
classes or individuals. Another group is datatype property, which aims to describe the
relations between individuals and values. Table 4 shows selected object properties and
datatype properties with assigned domains and ranges.
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Table 4. Examples of object properties and datatype properties.

Type Property Domain Range

Object Property hasCriterion Criteria Sus_Supplier

Object Property isCriterionOf Sus_Supplier Criteria

Object Property hasFeature Criteria Sus_Supplier

Object Property isFeatureOf Sus_Supplier Criteria

Datatype Property hasValue Criteria xsd:double

Datatype Property hasRating Sus_Supplier xsd:int

Datatype Property hasOpinion Sus_Supplier xsd:string

Datatype Property hasLevel_of_Sustainability Criteria xsd:string

In the 6th step, the definitions of facets of the slots take place. The value types,
cardinality, range of slots, and other features are determined. The 7th step aims to create
instances of the classes in the hierarchy. Defining an individual instance of a class requires
(1) selecting the class, (2) creating an individual instance of that class, and (3) filling the slot
values [64].

The resulting knowledge base contains 8261 ontological entities such as classes, rela-
tions, datatype properties, and individuals. This ontology contains a considerable amount
of information representing the sustainable supplier criteria. Moreover, this ontology can be
fed with new data from external sources. The ontology is available at: https://webprotege.
stanford.edu/#projects/d819c911-a0dc-4208-86a5-3be0df042caa/edit/Classes (accessed
on 1 April 2022).

3.4. Ontology Population—Information Extraction and Discovering Specific Concepts from the
Text and Semantic Annotation

Ontologies can provide an alternative to storing knowledge at the concept and instance
levels. The process of ontology enrichment by adding the names of the concepts and their
relationships and instances to populate the ontology is performed by domain experts.
However, this process is time-consuming and requires relevant knowledge from domain
experts as well as manual skills. Therefore, an ontological population is needed to obtain
useful information from texts and includes enrichment with class and relationship instances
using an existing ontology as input [52].

The elaborated approach aims to provide a knowledge extraction ontology-based
system for texts that helps automatically acquire and formalize this knowledge, limiting
the need for expert intervention as much as possible. The proposed approach is based
on natural language processing (NLP) and information extraction (IE) techniques. In this
work, information extraction techniques are applied as named-entity recognition and co-
reference resolution. The process of discovering specific concepts from text requires using a
dedicated tool. The approach was developed by using the GATE tool and a pipeline-shaped
architecture, i.e., a process should finish for starting the next one. GATE is an architecture,
framework, and development environment for language engineering (LE). GATE is a
component-based model application that allows for easy coupling and decoupling of the
processing resources. GATE includes a core library and a set of reusable LE modules.
The framework implements the architecture and provides amenities for processing and
visualizing sources, including representation, import, and export of data. The provided
reusable modules can perform basic language processing tasks such as POS and semantic
tagging [65]. The process is shown in Figure 5.

https://webprotege.stanford.edu/#projects/d819c911-a0dc-4208-86a5-3be0df042caa/edit/Classes
https://webprotege.stanford.edu/#projects/d819c911-a0dc-4208-86a5-3be0df042caa/edit/Classes
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The input data are provided by the user in the form of unstructured text or web
resources. Therefore, a corpus of documents is created. The corpus consists of a set of
various documents related to the sustainable supplier. Apart from scientific papers, it
is also possible to use as input various reports and statistics written by specialists. The
usage of GATE software enables pipeline construction using various processing resources.
Therefore, various steps take place, especially containing:

• Document Reset to remove all previous annotations from the document;
• Tokenizer to split the English text into tokens;
• Gazetteer to find list items in the text and annotate them as “lookup”;
• Sentence splitter to split the text into sentences;
• POS Tagger to split the text into parts of speech;
• Transducer NE to identify individuals—e.g., person, location;
• OrthoMatcher to add reference identity relationships between previously annotated

entities;
• OntoRoot Gazetter to produce annotations over textual documents, where an ontology

is given as input;
• JAPE Transducer to use JAPE rules to transform annotations to property assertions [65].

This semantic annotation using the population of ontology and definition of classes
would be impossible without ANNIE (A nearly new information extraction system: Tarnow,
Poland). ANNIE is a component of GATE. It is a complete chain dedicated to information
extraction. ANNIE is based on the Java Annotation Patterns Engine (JAPE) and includes
various annotation modules that are useful for performing various extraction tasks. In
selected cases, it is possible to use additional processing resources. Figure 6 shows a
simplified procedure related to information extraction and feeding the ontology with
new knowledge.
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3.5. Rule-Based Reasoning

The GATE resource OntoRoot Gazetteer can create annotations over textual docu-
ments. It demands implementing an ontology as an input in combination with other
generic GATE resources. Another processing resource, the JAPE transducer, applies JAPE
rules to transform annotations into property assertions. It allows for defining the rules
and recognizing regular expressions in annotations of documents. A single JAPE rule is
composed of two parts: LHS and RHS. The LHS contains the patterns to match, whereas
the RHS details the annotations to be created. JAPE rules combine to form a specific state.
The rules are designed to tag classes, instances, and attribute values. The priority of rules is
based on pattern length, rule status, and rule order. The phases combine to create grammar.
JAPE rules are used to locate terms in the text that potentially relate to markers, and that
will later be used to create new annotations using the JAPE formalism and to identify the
body and the head of the produced rules.

Table 5 presents an implemented code of the sample JAPE rule titled “Quality1”. In
this case, to match a string of text, the “Token” annotation and the “string” feature were
used to match text with “Token” annotation quality. The formula combination used in
this example is enclosed in parentheses, followed by a colon and label. The sign “->”
separates the LHS and the RHS parts, and it begins the RHS part. RHS is responsible for
the manipulation of the annotation pattern from LHS, and the label on the RHS must match
a label on the LHS. When the LHS part is true, the RHS part should be run [65]. When a
rule matches a text sequence, the entire sequence is assigned by the rule to the label. The
transducer is informed that the temporary label (quality) will be renamed to “Quality” and
the rule that achieves this is “Quality1”. Naming a rule is important for the debugging
purpose, as when the rule fires, it will be part of the annotation properties that you can see
in GATE GUI. In this example, a sample criterion will be annotated as {rule = Quality1}.

Table 5. An implemented code of the sample JAPE rule.

Rule: Quality1

Phase: Quality
Input: Token
Options: control = appelt

Rule: Quality1
Priority:100
(
{Token.string == “Quality”}
)
:quality
–>
:quality.Quality = {rule = “Quality1”}

The set of syntactic rules was created manually. The categories of developed rules refer
to a previously elaborated set of criteria implemented in the OWL ontology. Elaborated
rules aim to extract attribute values from any corpus of documents and assign them to
a given class. These rules have been implemented in the JAPE language. GATE offers
OWLLim as an ontology editor that allows you to add results directly to the ontology. In
addition, it is possible to save all extracted information in the XML file. Subsequently, an
ontology can be automatically created with all information about classes, attributes, and
instances. The XML file may also be used by the Protégé environment as an input file and
may be processed and saved in OWL/XML format.



Electronics 2022, 11, 4012 13 of 25

4. Case Study
4.1. Domain Knowledge Acquisition and Cluster Construction

Data were collected from the Scopus database [59]. This data pre-processing and
selection process was described in Section 3.1. Manual screening of selected works allows
for dividing the data into criteria and sub-criteria. This process enables the initial classi-
fication of criteria. The main set of criteria represents keywords specific to a given class.
For example, if the criterion “Quality” is analyzed, then the sub-criteria containing this
word in the description will belong to that class. Moreover, in many cases, the sub-criteria
may belong to other classes l (e.g., the quality of delivery will belong to the quality and
delivery classes).

Subsequently, a bibliometric analysis of selected articles takes place in order to obtain
and condense a large amount of bibliographic information. The assumptions of this process
are described in Section 3.2. The output is a plotted knowledge map containing the criteria
of a sustainable supplier. Finally, this process allowed the grouping of a set of clusters with
assigned criteria. The input file was modified on the base of a pre-elaborated set of criteria
and sub-criteria. As the main purpose is to extract and classify criteria and sub-criteria,
other information such as author, publication date, and the title is omitted. Moreover, the
analysis of the keywords alone is insufficient, as it does not contain information about the
criteria that are crucial for the construction of the knowledge map. Its further elaboration
helps in taxonomy construction. Therefore, VOSviewer will be fed data about the items
in the network and the links between the items. This process allows for building a map
and obtaining a classification of clusters of related items. This map was computed and
normalized using the association strength method as the analysis method. This method
is used to normalize the strength of connections between items. The association strength
method is used for normalizing the strength of the links between items.

Figure 7 depicts the items indicated by a label and, by default, also by a circle. The size
of a label and its circle reflects its importance. Overall, the set of 126 various clusters was
defined. The items grouped in the cluster represent the criteria that specify the sustainable
supplier’s selection. Items containing sub-items are arranged in the same cluster and are
related to the main criterion. The colors represent the groups of related items. The distance
between items tells you how related the items are. The volume of the circle indicates the
contribution of the item, while the size of a circle reflects the total number of co-occurrences
of the item.

Figure 8 presents the density map, where each point in a map has a color (ranging
from blue to green to yellow) that depends on the density of keywords at that point. The
color of the point is closer to yellow when there are more items in the neighborhood of the
point and the higher weight of these items.
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As a result, the taxonomic form elaborated on the base of the cluster construction can
be implemented in the OWL language. The final set of criteria represents the identified
items, and it covers 8261 elements.

4.2. Ontology Construction and Validation

The knowledge acquisition process is described in Section 3.3. The considered domain
refers to sustainable supplier criteria. In conclusion, an in-depth analysis of selected articles
and the use of bibliometric analysis supports the process of acquiring knowledge and
plotting a map of the knowledge domain. This is followed by specification and conceptual-
ization of knowledge, formalization, integration, and implementation in OWL language.
Therefore, the knowledge derived from the unstructured data was performed in a struc-
tured form. The ontology construction process requires the specification of individuals
(concepts), classes, and relations, as well as restrictions, rules, and axioms. The exem-
plary classes, object properties, and datatype properties were presented in Tables 3 and 4.
Figure 9 shows a small piece of a class hierarchy. Each class contains sub-classes. The
exemplary class technology is shown in Figure 10 with assigned sub-classes. The ontology
also provides information about suppliers’ profiles (Figures 11 and 12).
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The implementation uses Protégé-OWL API [63] to work with the OWL ontologies
and DL query mechanism to manipulate the different constituents of the ontology. The
formal description was performed using the description logic (DL) standard. The formal
description of the developed knowledge representation using DL allows for machine
processing, sharing, reusing, and, finally, populating new knowledge. The evaluation
process of the elaborated ontology was performed using the competency questions and
implemented using the description logic query mechanism. This process aims to check the
coherence and correctness of the constructed ontology using reasoning mechanisms. For a
consistent ontology, the output is a result set.
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The first example shows how to ask about sustainable supplier criteria in terms of
flexibility, quality, responsiveness, and delivery. A rule-based query is created to find
results that meet a defined set of criteria. Query 1 is executed by the code, as shown in
Table 6.

Table 6. The working example of the 1st query.

Query 1:

<EquivalentClasses>
<Class IRI = “#CQ_1”/>
<ObjectUnionOf>
<ObjectIntersectionOf>
<Class IRI = “#Sus_Supplier”/>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Flexibility_Technical_capacity”/>
</ObjectSomeValuesFrom>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Quality_Return_rate”/>
</ObjectSomeValuesFrom>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Responsiveness”/>
</ObjectSomeValuesFrom>
</ObjectIntersectionOf>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
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Table 6. Cont.

<Class IRI = “#Delivery”/>
</ObjectSomeValuesFrom>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Quality_Discount_rate”/>
</ObjectSomeValuesFrom>
</ObjectUnionOf>
</EquivalentClasses>

The second exemplary query aims to demonstrate how to find sustainable supplier
criteria in the context of quality, reputation, and delivery. The sub-criteria were predefined,
including quality of product, quality ISO 9000, delivery and service, delivery on time, and
reputation of the supplier. The query was executed using a reasoner. The code is shown in
Table 7.

Table 7. The working example of the 2nd query.

Query 2:

<EquivalentClasses>
<Class IRI = “#CQ_2”/>
<ObjectUnionOf>
<ObjectIntersectionOf>
<Class IRI = “#Sus_Supplier”/>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Quality_ISO_9000”/>
</ObjectSomeValuesFrom>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Quality_Quality_of_product”/>
</ObjectSomeValuesFrom>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Delivery_Delivery_Service”/>
</ObjectSomeValuesFrom>
</ObjectIntersectionOf>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Delivery_On_time_delivery”/>
</ObjectSomeValuesFrom>
<ObjectSomeValuesFrom>
<ObjectProperty IRI = “#has_Criterion”/>
<Class IRI = “#Reputation_Reputation_of_supplier”/>
</ObjectSomeValuesFrom>
</ObjectUnionOf>
</EquivalentClasses>

These queries represent only the partial possibilities of using a knowledge base in
extracting information. The examples are attached in supplementary materials (see: JAPE
examples: JAPE examples.zip). Given the huge number of criteria included in the knowl-
edge base, there are many possibilities to build different combinations of queries. As a
result, the user will also be able to indicate the profile of the preferred supplier. It also
allows the user to identify the source of the criteria. Combining the knowledge base with
additional modules/knowledge bases containing information, for example, on indicators,
gives a chance for a comprehensive source of knowledge in the field of sustainable supplies
and suppliers.
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4.3. Semantic Annotation and Ontology Population

The corpus for tests consists of a set of sustainable supplier reports, papers, and other
data gathered from web resources. The use of ANNIE, together with selected processing
resources (PR) dedicated to information extraction, enabled the performance of various
extraction tasks. (mentioned in detail in Section 3.4). The implementation of these PR
begins the process of performing the corpus of documents. The corpus of documents may
contain various text documents such as scientific articles, report sheets, plain text, etc., and
links to websites. Finally, a set of basic annotations has been provided. In order to extend
the built-in set of annotations, the own annotations with specific constraints and rules have
been created. The created annotations depend on what a user wants to search for and how
to classify it. Figure 13 displays exemplary annotations that aim to find the criteria related
to technology, transport, and strategic feature. The criteria found in the document body are
highlighted (depending on the color assigned to them). It is also possible to add additional
features.
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The implementation of the presented approach using semantic annotation and on-
tology population requires the use of tools included in this environment and, thus, the
installation of new plugins for working with ontologies. OWLIM Ontology plugin and
GATE Ontology Editor were used to work with ontology (Figure 14). The ontology was
created in the Protégé environment [63]; however, to work with GATE and enable semantic
annotation and ontology population, available GATE plugins were used in this part of
the experiments.

Within the ontology population, it is possible to create specific rules that are designed
to find and classify selected concepts. Hence, the next step is to use JAPE Transducer.
JAPE Transducer defines the rules and recognizes regular expressions in annotations of
documents. Figure 15 displays the partial results of these phases. The working example of
the rule named Quality1 demonstrates the applicability of JAPE rules. Many such rules
were created to carry out the tests. Of course, the possibilities of creating rules are huge, and
it is possible to expand the rules with additional elements. Figure 16 displays the partial
results of applied rule Quality1. The execution of the JAPE rule for extracting attribute
values for rule Quality1 is shown in Figure 17.
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The presented approach offers a semi-automatic, supervised ontology population.
By using semantic annotation, it is possible to annotate the relevant word, for example,
“Quality of supply” as a criterion related to sustainable suppliers and link it to an ontology
instance. As a consequence, new knowledge is added to the ontology. The application
of the reasoning mechanism allows classifying the selected word as a criterion of quality.
It can therefore be interpreted as follows from the ontology that “Quality of supply” is
a criterion associated with a given supplier profile. For implemented ontology, the class
feature can be used on the LHS of a JAPE rule. When matching the class value, the ontology
is checked for subsumption. If any sub-class on the left side of “==” matches {Lookup.class
== Quality}, it will match a lookup annotation with the class feature, whose value is either
quality or any subclass of it (Figure 18).
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Ontologies are useful for encoding the information found. Applying the created rules
for a given corpus of documents makes it possible to extract knowledge using rules and
assign this knowledge to classes and instances in the ontology (Figures 16 and 19). The
richer NE tagging and application of JAPE rules aim to disambiguate the instances. The
modified ontology is then loaded using Protégé software [63]. In this way, the user has
control over the development of the ontology and its population and the updating of data.
In order to further develop the ontology, rules can be created automatically from a single
pattern, with a rule per object property having to be populated.
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4.4. Validation and Evaluation

In order to evaluate and validate the obtained ontology, the application of the reasoning
mechanism takes place. Two reasoning mechanisms were applied: HermiT 1.4.3.456 and
Pellet. Both of them did not detect the inconsistency of the loaded ontology (Figure 20).

Electronics 2022, 11, 4012 22 of 26 
 

 

has control over the development of the ontology and its population and the updating of 
data. In order to further develop the ontology, rules can be created automatically from a 
single pattern, with a rule per object property having to be populated. 

 
Figure 19. Graphical visualization of the part of populated ontology after applying the created 
rules. Source: Personal elaboration using Protégé software [63]. 

4.4. Validation and Evaluation 
In order to evaluate and validate the obtained ontology, the application of the rea-

soning mechanism takes place. Two reasoning mechanisms were applied: HermiT 
1.4.3.456 and Pellet. Both of them did not detect the inconsistency of the loaded ontology 
(Figure 20).  

 
Figure 20. The log results after using HermiT and Pellet reasoners. Source: Personal elaboration 
using Protégé software [63]. 

Other ontology assessments and validations require the use of a master ontology. In 
this case, these measures cannot be used. For example, ontology can be evaluated using 
metric-based evaluation, including relationship richness, attribute richness, and class 
richness. However, to evaluate the quality using these metrics, a similar basic ontology is 
needed. Apart from that, it is possible to evaluate the ontology using dedicated measure 

Figure 20. The log results after using HermiT and Pellet reasoners. Source: Personal elaboration
using Protégé software [63].

Other ontology assessments and validations require the use of a master ontology.
In this case, these measures cannot be used. For example, ontology can be evaluated
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using metric-based evaluation, including relationship richness, attribute richness, and class
richness. However, to evaluate the quality using these metrics, a similar basic ontology is
needed. Apart from that, it is possible to evaluate the ontology using dedicated measure
balance distance metrics (BDM), but the reference ontology, test set, and training set are
also necessary.

5. Conclusions

This paper proposed an ontology-based approach for knowledge acquisition from
the text for the sustainable supplier selection domain. The presented solution showed
the process of acquiring complex relationships from texts and encoding them in the form
of rules. As a result, the enrichment of the existing domain ontology by adding new
knowledge and reaching higher relational expression, reasoning, and producing new facts
has been successfully implemented and achieved.

This process required the use of various techniques and tools, such as VosViewer for
plotting knowledge domain maps, Protégé environment for implementing and managing
the OWL ontology, GATE software with NLP tools and text matching techniques and
plugins for deducing different atoms, and JAPE rules for capturing deductive knowledge
in the form of new rules. The evaluation process was performed using the reasoning
mechanisms HermiT 1.4.3.456 and Pellet.

The essential contribution of the work covers the following:
Developing an ontology-based framework to deal with distributed knowledge representation;
Developing a domain ontology that stores various information about sustainable

suppliers, which supports various knowledge management aspects, associating dynamic
data delivered from external sources with predefined information gathered in the ontology;

Constructing a knowledge base with rules and queries using JAPE;
Checking the consistency and testing the use of the ontology in different scenarios in

the domain of sustainable supplier selection and applying rule-based reasoning.
The presented ontology provides independent knowledge about criteria for sustain-

able supplier selection, which is proved by a scientific literature analysis. The new knowl-
edge can be incorporated into any database, knowledge base, or information system. This
form of storing knowledge offers machine-readable access and semantic data handling.
Additionally, the proposed approach made it possible to:

Increase the body of knowledge on the ontology for the sustainable supplier domain
by providing a systematic keywords map of the subject and grasping the main criteria in
the research field;

Handle knowledge domain;
Reduce time for searching for relevant information;
Improve the accuracy of search results that suit user’s specific needs;
Provide quick updates with new knowledge.
However, there are still some limitations that need to be addressed in future research.

Further refinements to the presented approach include increasing the level of automation
of phases that currently require manual work. In particular, a way to automate JAPE rule
definitions and prepare patterns is currently under development. The use of the reasoning
abilities provided by the ontology to generate new JAPE rules, starting with patterns of
manually specified JAPE rules, is also a promising direction and an extension of this work.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/electronics11234012/s1; the set of criteria: Sustainable_Supplier_C-
riteria.xls; JAPE examples: JAPE examples.zip.
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